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ABSTRACT

Synthetic biology aims to the design or redesign of

biological systems. In particular, one possible goal

could be the rewiring of the transcription regulation

network by exchanging the endogenous promoters.

To achieve this objective, we have adapted current

methods to the inference of a model based on ordi-

nary differential equations that is able to predict the

network response after a major change in its topol-

ogy. Our procedure utilizes microarray data for

training. We have experimentally validated our

inferred global regulatory model in Escherichia coli

by predicting transcriptomic profiles under new per-

turbations. We have also tested our methodology

in silico by providing accurate predictions of the

underlying networks from expression data gener-

ated with artificial genomes. In addition, we have

shown the predictive power of our methodology by

obtaining the gene profile in experimental redesigns

of the E. coli genome, where rewiring the transcrip-

tional network by means of knockouts of master

regulators or by upregulating transcription factors

controlled by different promoters. Our approach

is compatible with most network inference meth-

ods, allowing to explore computationally future

genome-wide redesign experiments in synthetic

biology.

INTRODUCTION

Molecular regulations govern the cell response under envi-
ronmental (extracellular) or genetic (intracellular) pertur-
bations. The elucidation of these regulations with
computational techniques will allow analyzing the cell

behavior (1), since modeling in biology has boosted the
understanding of the cell mechanisms by means of sys-
temic approaches (2). On the other hand, the design of
new transcriptional networks requires a quantitative
description of the transcription regulation. Thanks to
the new developments in the inference from transcrip-
tomic data, now it is possible to reconstruct the regulatory
network with enough accuracy to predict the gene expres-
sion profile in presence of heterologous networks. We pro-
pose a procedure that, by extending a recent methodology,
could be used to redesign transcriptional networks.
The continuous developments on genome sequencing

and annotation allow us to design microarrays and to
identify the genes and transcription factors (TFs) of an
organism. The development of the microarray technology
has provided high-throughput genomic measurements,
where cells are subjected to several conditions or stresses
to measure their gene expression profiles (3). Large-scale
cell models, such as metabolic, transcription or protein
networks, are distilled from high-throughput genomic
data, which poses one of the most challenging problems
in biology. The construction of a deterministic model
would allow the prediction of the cell response under dif-
ferent stimuli (4).
To redesign the transcriptional regulation network, we

need a quantitative model able to predict the gene
dynamics. We propose to characterize such model by
using microarray data with a known transcriptional net-
work inference method. We first infer the network topol-
ogy and we later estimate the corresponding kinetic
parameters. For the last decade, there has been an enor-
mous effort in the improvement of techniques aimed at the
inference of the connectivity of the transcription network.
Clustering approaches (5–9) have been used to obtain
information of regulatory networks but with low accuracy
(10). Information-theoretic inference provides more accu-
rate networks (11–15) even from reduced expression
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datasets. A local significance calculation has been very
fruitful to capture the network topology (14). On the
other hand, Bayesian methods (16–19) give networks
with high precision but low proportion of true recovered
interactions (they introduce few regulations with high con-
fidence). Moreover, such methods have a higher computa-
tional cost. Herein, we propose the construction of
predictable genome models in a standard format from a
regulatory scaffold captured by using probabilistic meth-
ods. Other approaches, instead, optimized directly the cor-
responding kinetic parameters for a linear regulatory
model (20,21). In addition, recent algorithms (22,23)
applied sparse logistic regression (24) for gene selection
in order to avoid overfitting.

METHODS

We aim to the development of a methodology able to in
silico evolve a genome for having a predefined transcrip-
tional profile. For this, we require to construct a predictive
genome model of transcription, based on ordinary differ-
ential equations (ODEs), to account for global redesigns
of the cellular regulatory map. Using such models we
could study the evolution of gene regulations as a conse-
quence of the environmental stimuli. To construct this we
have to use as input microarray data properly normalized
(Figure 1). In general, transcription involves protein–
DNA interactions, but microarray data gives the genetic
expression by quantifying the amount of mRNA. Thus,
inferring just from transcriptomic profiles could introduce
some inaccuracies due to, for instance, protein–protein
interactions of TFs (25,26). Furthermore, some environ-
mental stresses (e.g. heat shock) can alter globally protein
expression. However, in this work we neglect these effects
for simplicity, assuming that the mRNA amount is pro-
portional to the protein expression and that it is function
of the TFs only. In addition, as the precise kinetic model
of transcription regulation is not known for any organism,
we have generated in silico genomes having random regu-
latory maps with scale-free topology (27). We have
applied our methodology against synthetic transcriptomic

profiles. We will only assume a previous knowledge of the
list of all genes and TFs obtained from genome annotation
[e.g. RegulonDB (28) for Escherichia coli]. Eventually, we
can consider the genomic organization in operons (espe-
cially in case of bacteria). Such operons can be known
a priori or inferred from the same microarray data. Our
approach consists of two nested steps. First, we obtain the
topology of the network (i.e. which TF regulates which
gene or operon) by using an information theory-based
approach. We store in a matrix the likelihood of the
mutual information (MI) among all the TFs and operons
(29–31), computed as the z-scores from the distribution of
MI using the transcriptomic expressions for all the per-
turbing conditions (14). Then, using a suitable threshold,
we infer the TFs regulating a given operon. Subsequently,
for each operon we perform a multiple linear regression
against the corresponding TFs to recover the model
kinetic parameters (32). To infer cooperative regulations,
we create a set of artificial TFs whose expression profiles
are obtained in a combinatorial way as the product of two
TF profiles (with the aim of conserving linearity in the
formalism). This model is subsequently exported into a
SBML file (33), which could be visualized using
Cytoscape (34). We have measured the performance of
our algorithm by using synthetic transcriptomic data
from artificially generated networks.

Mathematical model

We describe the genetic regulations using a linear model
for the mRNA dynamics. Here, we use as input data
mRNA expression profiles in steady state derived from
transcriptional perturbations. As transcriptomic data is
normalized and usually represented in logarithmic scale,
we have considered logsðmRNAÞ as variables (where s can
be 2 or 10). Therefore, the mRNA dynamics from gene yi
is given by

d

dt
yi ¼ ai þ

X

j2TF

bijyj þ
X

j2TF

X

k2TF

bijkyjyk � �iyi; 1

Figure 1. Scheme to infer the regulatory network of an organism. Our inference algorithm uses microarray data and prior knowledge about operons
and TFs to predict the full transcriptional regulatory map. It consists of two nested steps: (i) inference of the topology using MI; and (ii) the
estimation of the kinetic parameters via multiple linear regressions (Figure S1). We export the constructed model in SBML format (33). We apply our
methodology to infer the E. coli genome model by using the M3D compendium versus 3 (41) and a list of TFs and operons from RegulonDB (28).
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where ai is the basal synthesis rate, bij the transcription
regulatory coefficient of TF j, bijk the cooperative
transcription regulatory coefficient of TFs j and k acting
on the promoter controlling the gene i and di the degra-
dation rate. We set bij ¼ 0 and bijk ¼ 0 when j and j , k are
not TFs regulating the gene i. We assume that all the genes
of an operon have the same expression value. We also
consider that two regulators could act in a cooperative
way (i.e. synergistic inductions and cooperative repres-
sions). We do not consider cooperation between more
than two TFs.

Here, we use expression values in steady state.
Nevertheless, it could be also possible to extend our
approach to the use of time series to enrich the experimen-
tal input (35). Hence, in the steady state we can write

yi ¼ �i þ
X

j2TF

�ijyj þ
X

j2TF

X

k2TF

�ijkyjyk; 2

where we have defined �i ¼ ai=�i, �ij ¼ bij=�i and
�ijk ¼ bijk=�i. Notice that the resulting parameters are
referred to the intensity scale of the microarray technol-
ogy. We use a time scale such that the mRNA degradation
constant is d=1. To use a realistic mRNA degradation
constant, it would require translating the Affymetrix (36)
data to concentration units.

Using network inference to obtain a kinetic model

To obtain a kinetic model suitable for redesign, we take
advantage of recent methods aimed to infer the topology
of the global regulatory map. In particular, we have
chosen one of the best performing methods, the CLR
(14), although other methodologies providing a transcrip-
tional map, such as sparse Bayesian methods (19) could
also be used. Our approach consists of using multiple
regressions to fit the kinetic parameters of a continuous
model of the transcription regulation. The approach for
large-scale transcription inference is based on measuring
the influence between the expression levels of TFs and
operons across a large set of conditions. Here, we use
MI to estimate the correlation between a TF t and an
operon p by using MIðyt; ypÞ ¼ HðytÞ þHðypÞ �Hðyt; ypÞ,
where H is the entropy of a variable. It is defined as
HðyiÞ ¼ �

P
c pðyicÞlogðpðyicÞÞ, where yic is the expression

value of gene i in the condition c, and pðyicÞ the probability
to reach that value. The MI is always a positive magni-
tude. Joint normal distributions are generated with inde-
pendent variables MIi and MIj (values for gene i and TF j,
in row i and column j). Thus, the MI matrix is converted
into Z matrix where Zij ¼

ffiffiffiffiffiffiffiffiffiffiffi
Z2

i
þZ2

j

p
and Zi and Zj

are the z-scores of MIij from the marginal distributions.
According to this matrix, we obtain the genomic
interactions.

For completeness, we have developed an algorithm
(InferOpe) to infer operons from microarray data. Since
two genes from one operon share the same mRNA mole-
cule, we would expect that their transcriptomic profiles
would be similar. Our operon prediction is based on
the use of co-expression patterns (37), assuming that
two genes, i and j, belong to the same operon if they
are highly correlated. We evaluate this by using the

Pearson correlation coefficient (we assume correlation
if �ij>�0 ¼ 0:5). Moreover, we impose that the angle
(�ij) of such correlation should be around 45 �

{i.e. tanð�ijÞ ’ 1], where the relationship with �ij is given
by tanð�ijÞ ¼ �ij

�j
�i
.

For each operon we compute the kinetic parameters
for the TFs regulating its promoter. The experimental
value of one operon is computed as the average of the
expressions of all genes belonging to that operon (i.e.
yop ¼ ð1=nÞ

P
g2op yg, where n is the number of genes of

the corresponding operon). To estimate the model para-
meters �i, �ij and �ijk we use multiple linear regression
(32), which is the result of a minimization problem (least
squares) defined by

ðb�i;b�ij;b�ijkÞ ¼ arg min ðyi � �i �
X

j2TF

�ijyj�

(

X

j2TF

X

k2TF

�ijkyjykÞ
2

)
:

3

We assume that the variability in the experimental condi-
tions and the complexity of the natural regulation is high
enough to prevent linear correlations between TFs, which
would produce identifiability problems in the regression
parameters. Even in such a case, our model is a valid
solution although there could be alternative models. We
have used the LINPACK libraries (38) to calculate the
solution.
Our procedures are implemented in C++, and they run

on any UNIX environment. The InferGene software, a
tutorial, the corresponding files and some examples are
available upon request. The software consists of different
functional modules to compute first the network topology
and then the corresponding kinetic parameters (see
Supplementary Figure S1). Below we present the proce-
dure implemented in InferGene:

(1) Represent the microarray data organized in matrix
form, for instance, genes in rows and conditions in
columns.

(2) Obtain the list of TFs for the given organism.
(3) Ensure that the microarray matrix contains the

expression profiles for all TFs.
(4) Add new rows corresponding to the combinations

of two TFs obtained as the product of them (i.e.
yTFi

:yTFj
are the new TF profiles).

(5) In case of bacteria, have a file containing the list of
operons with the corresponding genes. Otherwise,
run InferOpe, our algorithm to infer clustered
genes based on co-expression patterns. To maintain
the same scheme in all cellular contexts, we can
dispose one gene per operon in case of eukaryotes.

(6) Compute the MI among all the TFs and operons by
using the CLR algorithm (14).

(7) Compute the z-score among all the TFs and oper-
ons from the MI distributions by using the CLR
algorithm.

(8) Infer the TFs regulating a given operon, single and
cooperative interactions, according to a given
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threshold depending on the desired precision. The
threshold for cooperative regulations is taken higher
than for single ones (2-fold for the reported calcula-
tions, although it can be modified straightfor-
wardly) to avoid overfitting in the computation of
the combinatorial interactions. See Supplementary
Data for cut-off threshold selection.

(9) For each operon, estimate the kinetic parameters
for its regulating TFs by using multiple linear
regressions (obtaining single and synergistic interac-
tions). Eventually, remove regulations with low
strength.

(10) Construct a SBML file containing the ODE-based
model using the inferred topology and the estimated
kinetic parameters.

Prediction of transcriptomic profiles

To compute the performance of our algorithm, we defined
a reference network taking those genes with known tran-
scriptional regulation. In addition, the TFs that were pres-
ent in our reference set regulating genes outside the
reference set were also removed when determining the per-
formance of the algorithm. Then, only the interactions
among the genes present in that reference set were evalu-
ated to compute the algorithm efficiency. All known inter-
actions cataloged in RegulonDB version 4 (28) were used
to construct the reference network in E. coli. However, we
are still far from a complete understanding of the tran-
scriptional regulation network of E. coli. Therefore, we
designed in silico genomes with predefined regulations to
validate the performance of our algorithm. For that, we
did not consider: (i) operons with self-regulations; (ii)
operons with constitutive promoters; and (iii) operons
containing only TFs.
We calculated two types of efficiencies (precision rate

and sensitivity) to compare the inferred network with
the reference network. We defined precision rate as the
fraction of predicted interactions that are correct
½TP=ðTPþ FPÞ�, and sensitivity as the fraction of all
known interactions that are discovered by the algorithm
½TP=ðTPþ FNÞ�, where TP is the number of true positives,
FN the number of false negatives and FP the number of
false positives (39,40).

Designing genomes and expression data

In order to evaluate the suitability of our procedure to
redesign the transcription regulation, we will analyze our
ability to infer the kinetic parameters. Since they are not
known for any organism, this lead us to the development
of a Generator of Artificial Genomes (GAG) to in silico
create expression profiles (Figure S2). To construct such
genomes, we specify the number of genes and TFs (this
last is usually taken one order of magnitude less than
the number of genes), and eventually the ratio between
inducers and repressors (we have used 2/3). We can also
specify the degree of connectivity to obtain scale-free net-
works [we have considered a probability distribution
PðkÞ / k�2 where k is the number of regulators of an
operon], and the law for clustering distribution [we have

assumed PðnÞ / 2�n where n is the number of genes per
operon]. To generate synthetic microarray data, we first
obtain the steady state of the system [y ¼ fðyÞ, since
dy=dt ¼ fðyÞ � y with an arbitrary degradation rate of 1]
without taking into account cooperations between differ-
ent regulators (i.e. �ijk ¼ 0; 8i; j; k) as an approximate
solution of the system (Equation 2). In fact, as the gene
expressions (y) are only functions of the TFs (yTF), we can
write the system as y ¼ fðyTFÞ. Subsequently, we generate
a new condition by randomly choosing a set of TFs with
given size optimized for the inference (Figure S4) and
perturbing their steady state values, while maintaining
constant the other TF expressions. The perturbations
over/under-express the TFs to a 50%, relative to their
steady states. Hence, this perturbed value (y�TF) is used
to recalculate the gene expressions by applying the
model y� ¼ fðy�TFÞ. Although this could be extended
to more complicated conditions, where different gene
categories are altered, the conditions based on TF pertur-
bations are more revealing. Furthermore, to generate
more realistic data we have added random fluctuations
(which would simulate noisy data) in the expression
values. We have studied the efficiency (precision rate and
sensitivity) of our algorithm for different noise levels. In
Figure S5 (see Supplementary Data) we show that
InferGene maintains high efficiency up to 10% of noise
amplitude.

RESULTS

Genome-wide quantitative model ofE. coli

In the present study, we have applied inference methodol-
ogies recently used to obtain models suitable for genome
redesign. We have considered the E. coli genome, which
contains 4345 nonredundant genes, of which 328 are puta-
tive TFs. The genome is organized into 3333 operons,
2447 containing single genes and 886 polycistronic units.
The reference regulatory set has been constructed accord-
ing to RegulonDB (28). For the inference procedure, we
have used public microarray data (41) from Affymetrix
normalized using RMA (42). This is a microarray com-
pendium containing 189 experiments. From this dataset,
20 experiments were excluded in order to later predict
expression profiles from unbiased data. The inferred net-
work contains 525 regulatory interactions (z-score> 6:92)
and 566 combinatorial influences (z-score > 12).
InferGene predicts 3982 genes to be controlled by consti-
tutive promoters. In Figure 2a, a we plot the inferred
transcriptional regulatory network of E. coli visualized
using Cytoscape, having 75% of precision rate and 5%
of sensitivity for single regulations, comparing with the
regulations present in RegulonDB. Indeed there is a
trade-off between sensitivity and precision, and the
requirement of a high precision rate (such as 75%) gives
very low sensitivities around 5% for E. coli (14). Notice
that even a perfect algorithm (100% precision), where
there are no false positives, could reach very low sensitiv-
ities if it is too conservative and suggest much fewer inter-
actions than the ones in the reference set.
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To analyze those results in a biological context, we
have used the EcoCyc (43) classification to group genes
by biological functions and to rank those groups accord-
ing to their level of prediction (see Supplementary
Figure S9). We have scored each biological function
as �bf ¼

1
n
1
m

P
g2bf

P
c2set

bygc�ygc

�� ��, where n is number of genes
involved in the biological function, m the number of the
new conditions of the set (m=20), bygc the predicted
expression and ygc the measured expression. The best pre-
dicted functions are involved in the metabolism, such as
biosynthesis of lipoprotein, carnitine, glycolate and glyco-
protein, or functions related with information transfer
such as rRNA and stable RNA, ATP binding, DNA
and DNA degradation. In addition, we have observed
two significant correlations between the number of consti-
tutively expressed genes and the error in expression ð�bfÞ.
These genes are from biological functions involved in the
location of gene products and the cell processes (see in
Supplementary Figure S9). On the other hand, in
Figure 2b, we show an example of such groups, where
the alr operon, involved in metabolism of alanine

biosynthesis, is regulated by iciA with a strength of
�iciA ¼ 1.428, according to InferGene. InferGene also
predicts the regulation for the ptsA operon, involved
in the cell structure of pilus csgB, where metJ and dgkA
act synergistically with �metJ;dgkA ¼ 0:001. For the fhuF
operon, involved in transport, InferGene proposes
the combinatorial regulation (yijO AND purA) OR (yjfA
AND uxuB), with �yijO;purA ¼ 0:005 and
�yjfA;uxuB ¼ 0:036. Notice that these regulations are not
found in RegulonDB, but are obtained as the best experi-
ment-fitting regulators.
Furthermore, we provide in the Supplementary Data a

list of the E. coli promoters classified according to their
inferred regulation. An analysis of the prediction of the
promoter regulation shows (see Supplementary Figure
S10) that the promoters which are regulated by two TFs
are better predicted. In addition, the algorithm can be
used to account for nontranscriptional regulations (20).
In the Supplementary Data, we have applied this to
the well-known SOS pathway. There we show that an
effective model of gene–gene interactions can improve

Figure 2. Inferred regulatory network of E. coli visualized using Cytoscape (34) thanks to the SBML import. (a) Full transcriptional regulatory
network by InferGene with 75% of precision rate and 5% of sensitivity for single regulations (z-score> 6.92). Genes are indicated as rhombus and
transcription reactions as circles. Arrows mean regulations and lines connect reactions with the corresponding gene products. We represent syner-
gistic TFs regulations by drawing together several rhombus. The strength of each regulation can be found in the SBML model (provided in the
Supplementary Data). (b) Example of an E. coli subnetwork involving genes related with the cell structure and transport (one of the best predicted
biological functions, see also Figure S9). The TF iciA was selected by InferGene as the most likely regulator of the alr operon from the set of all
(328) candidates. On the other hand, the TFs metJ and dgkA synergistically regulate the ptsA operon. Also InferGene proposes a combinatorial
regulation of the fhuF operon: (yijO AND purA) OR (yifA AND uxuB).
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the prediction over the pure transcriptional one (see
Figures S23–S25).

Designing genomes and validating their transcription profiles

We have constructed several genomes in silico using GAG
and we have compared the predefined regulations in
our models with the regulations inferred by InferGene.
We have constructed three types of transcription networks
according to the mode of regulation of its constituent
operons: (i) networks with promoters regulated by at
most one TF; (ii) networks with promoters that can be
regulated by more than one TF; and (iii) networks with
promoters that can be combinatorially regulated including
synergistic effects. We have computed the precision rate
and sensitivity (see Methods section) to quantify the effi-
ciency of InferGene. In Figure 3, we show the evaluation
of the inference for different types of genome networks.
InferGene, which at this stage relies on CLR, predicts the
85.4% (sensitivity) of the possible interactions although
only the 15.7% (precision rate) of them are correct for a
genome of 500 genes using 100 conditions (Figure 3a).
However, if the number of conditions increases to 250,
the precision rate reaches values around the 90% (see
Figure 3b). The same trend occurs with larger genomes
as we can see from Figures 3c and d, where we have
worked with genomes of 5000 genes with 300 and 600
conditions, respectively. Thus, we improve 6-fold the pre-
cision rate, maintaining a given level of sensitivity, when
increasing the number of conditions 2.5-fold. Therefore,
the efficiency of algorithm has a nonlinear behavior
regarding the number of conditions used for training.
We have also extended the inference capabilities of CLR
to cooperative interactions. Our results show that we need
a minimum set of microarray experiments to infer a tran-
scriptional regulatory network with high precision rate for

a given sensitivity. Furthermore, genomes with only pro-
moters regulated by at most one TF reached higher values
of precision rate and sensitivity.

We have analyzed the predictive power of InferGene by
calculating a score based on the error made on predicting
the expression levels ð�opÞ, and other score based on the
error made on the prediction of the model parameters ð�Þ.
We define �op ¼ 1

n
1
m

P
g2op

P
c2set

jbygc�ygcj, where bygc is the pre-
dicted expression profile, ygc is the experimental value, n is
the number of operons that are correctly inferred accord-
ing to RegulonDB and m is the number of conditions that
were not used in the training set (m=20). We also define
� ¼ 1

n
1
np

P
g2o

P
p2P

jb�gp��gpj, where np is number of parameters
we use to model the kinetics of the operon expression, b�gp
are the estimated model parameters and �gp are the model
parameters from GAG. To perform such analysis, we have
generated a network using the GAG algorithm with 500
genes across 250 conditions (see Supplementary Figure
S11). The median for �op was 0.009, and for � was
around 0.01. Moreover, we have validated the estimated
parameters by performing linear regressions with the pre-
defined kinetic models and obtaining correlations
(Pearson coefficients) above 0.90 (see Supplementary
Figure S3).

Prediction of wild-type E. coli trancriptomic profiles

Before proceeding to change the regulation of E. coli, we
have calculated the ability of the inferred model to predict
the steady state expression levels of the E. coli genes. For
that, we have used the model together with the expression
levels of all the TFs for each experimental condition to
compute the global expression profile. Afterwards, we
have compared the predicted expression values with the
corresponding measurements, obtaining �op. We have
also determined the predictive power of the inferred

Figure 3. InferGene performance. Evaluation of sensitivity (gray) and precision rate (white) together with a random inference (black) of the
transcriptional regulatory network. We used several types of synthetic genomes with different topological and parametrical properties generated
by GAG. We constructed three types of genomes: (i) all promoters are regulated by at most one TF; (ii) the promoters that can be regulated by more
than one TF; and (iii) promoters with combinatorial regulations including synergistic effects. Genomes for (a,b) had 500 genes and 50 TFs, and for
(c,d) 5000 genes and 200 TFs. The number of conditions was in (a) 100, (b) 250, (c) 300 and (d) 600. Deviations in precision rates and sensitivities
were calculated using three different genomes for each type. The z-score threshold used was in (a) 0.5, (b) 1, (c) 3 and (d) 7.
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model on the 20 experimental conditions excluded from
training dataset. The distribution of �op for the 3333 oper-
ons of E. coli is shown in Figure 4a (black bars). The mean
of this distribution is 0.048. White bars represent a model
with random parameters for the inferred topology. In
Figure 4b, we show the prediction for the best inferred
operons. It is interesting to note that the genes from
these operons are involved in functions related with infor-
mation transfer (RNA related, such as transcription
related, tRNA, rRNA or stable RNA; and protein related
such as translation), regulation, location of gene products
(cytoplasm and ompR) and cell processes (adaptation and
defense survival).

In Figure 5, we plot the predicted profiles with lowest
�op against the experimental profiles across all conditions
(189 experiments, 169 conditions from the training set
and 20 new conditions for prediction). We also perform
a K-fold cross-validation (we consider nine partitions,
see Figures S13 and S14) to ensure that our results do
not depend on the selection of the testing set. In the
Supplementary Data, we provide the best predicted pro-
files for the distinct types of promoters. In addition, we
have analyzed the profile prediction to evaluate the best
predicted conditions (see Figure S12). We have found that
the conditions upregulating genes ruvA, sulA, umuD, dinP,
recA, luc, uvrA, lon, lexA and dinI are better predicted, and
the experiments with plasmids pPROEx-CAT, pET3d and

T7 controllable have higher error (see more details in the
Supplementary Data).

Redesign of the global transcription regulation

Finally, we have used our model to predict the expres-
sion profile under knockouts of TFs (conditions from
the training set). This is a first step toward changing the
transcription regulation. For that, we have solved the
system of equations in steady state by removing the cor-
responding transcription regulation. For simplicity, here
we have neglected the combinatorial terms to work with a
linear model and recalculated the kinetic parameters. To
account for experimentally reported interactions, we have
incorporated into the model regulations between pairs of
TFs according to RegulonDB. In Figure 6, we plot the

Figure 5. Prediction of expression profiles in E. coli. Each plot shows
the experimental profile (gray line), and the profile predicted by our
model (black line). The last 20 experiments, separated by a dashed line,
correspond to conditions that were not included in the training dataset
with which we inferred the kinetic model.

Figure 4. (a) Histogram of the expression error on the transcriptomic
profile for each operon (�op). In black, model with parameters from
linear regression; in white, model with random parameters (for a fixed
inferred topology). (b) We show the mean of �op with the correspond-
ing standard deviations for the best predicted operons. We measured
the predictive power under the 20 conditions of the testing set.
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predicted versus the experimental profiles for the knock-
outs of the TFs appY, arcA, fnr and recA. In the Supple-
mentary Data we also show predictions for the knockouts
of the TFs crp, cspA, hns, oxyR, soxS and a double knock-
out of arcA-fnr. We show how the model is able to capture

the whole transcriptomic expression due to a perturba-
tion in the TF network (the relative expression errors,
in average for all genes, are shown in Figure 6 caption).
Therefore, the model quantitatively accounts for a global
regulatory redesign, especially in case of knockouts of
master regulators.

Moreover, we have applied our procedure to the mod-
ification of the global transcription regulation by adding
new regulations into the genomic network. This was done
experimentally by Isolan et al. (44), where they overex-
pressed plasmids pairing together wild-type promoters
with ORFs coding for TF that were master regulators.
We used our procedure to predict the gene expression
of such transcriptional perturbation for the particular
case where the rpoS and malT promoters are disposed
together with the ORFs ompR and fliA, respectively
(see Figure 7, relative expression errors are shown in the
caption).

DISCUSSION

We have discussed a methodology to create quantitative
models for transcription regulation aimed to future
genome redesign projects. We have shown how we could
use recent methodologies to infer the global topology of
transcription regulation to produce the kinetic model able
for genome redesign. We have successfully applied the
inferred model to predict the transcriptomic response of
E. coli under experimental conditions not included in the
training set. The prediction has in average an error of
1–5% relative to the experimental value (average com-
puted across all conditions). Furthermore, we have pre-
dicted the gene expression under knockouts of TFs and
genetic rewirings (44) by solving a perturbed model, show-
ing the predictive power of the inference procedure. Such
perturbations change the regulatory map of the cell, but
more complex redesigns, even a whole transcription refac-
torization, could be in silico explored by using our model.
Our algorithm provides a global deterministic kinetic
model of genetic regulations using microarray data. We
show how to use this kinetic model to make predictions
(23). Thus, our approach constitutes an important step
toward the large-scale design of cell behaviors by provid-
ing models which are validated using in silico genomes and
experimental transcription data. In this direction, we have
accounted for simple transcription rewirings (44) by
obtaining the gene expressions using computational meth-
ods. Such models can be used in the future to rewire the
regulation of organisms without affecting their physiolog-
ical behavior.

The algorithm reaches high efficiencies at the topology
and kinetic level, based on the CLR algorithm (14) to infer
the network together with an extension to include coop-
erations in combinatorial promoters. However, it could
use other approaches such as Bayesian methods (19). In
addition, the generation of synthetic data from specified
genome models has been essential to analyze the perfor-
mance and limitations of InferGene. Indeed, we have
shown how the precision rate is drastically improved,
from 10–20% to 80–90%, by just doubling the number

Figure 6. Prediction of expression profiles in E. coli from single knock-
outs of the TFs appY, arcA, fnr and recA, and a double knockout of
the TFs arcA and fnr. In (a, c, e, g, i) whole transcriptome, in (b, d, f,
h, j) TFs profile. The relative expression error (�op) is 4% in (a), 4% in
(b), 5% in (c), 5% in (d), 5% in (e), 5% in (f), 4% in (g), 4% in (h),
6% in (i) and 5% in (j). Experimental data is obtained from (41).
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of perturbations in artificial genomes. Moreover, the error
in the prediction of the expression value for correctly pre-
dicted regulations is of the order of magnitude of the stan-
dard errors on measured expression data, and the
estimated parameters highly correlate with the predefined
ones (correlation coefficient >0.9). The inaccuracies in our
prediction could be rationalized by the lack of modeling of
many dynamic variables of the cell (e.g. proteins
or metabolites) or nontranscriptional regulations
(e.g. protein–protein or RNAi), since these variables
are not experimentally measured using microarrays.
Furthermore, future works could consider confidence
intervals on the model parameters to analyze the stochas-
ticity in expression data. We provide the inferred model in
a standard format, as it is SBML (33), which can be used
for further applications. In addition, we have used genome
annotation to identify the best predicted biological
functions.

Our approach can take advantage from additional
sources of information. For instance, it can incorporate
in the inferred model experimentally validated interactions
(e.g. from functional genomics measurements or sequence
analysis) as a regulatory background. In addition, the
knowledge on the genome sequence can help in the infer-
ence procedure, by providing information about operon
structure, identification of TFs and their regulations
(28,45,46). The prior knowledge about regulation provides
a topology that can be added into the model and can be
used to predict new interactions with high fidelity (47).
The methodology can also be applied to account for
nontranscriptional interactions. In the Supplementary
Data, we use the well known SOS pathway to show that

an effective model of gene–gene interactions can improve
the prediction over the pure transcriptional one.
Furthermore, the algorithm can be expanded in a straight-
forward way to input expression data from time series.
The identification of regulations is a high time-

consuming activity. The running time scales with the num-
ber of genes and the square of the number of conditions.
Nonetheless, the parameter estimation is a quick process
(relative to the previous). For instance, in E. coli there are
4345 genes (strain K-12) clustered in 3333 operons, and
328 TFs and 53 628 pairs of TFs (28). The whole inference
process took 6 h accomplished on a computer Pentium M
2.00GHz and 1GB RAM (time resources for parameter
estimation are neglected as they are around 2min).
However, all simulations can be run in parallel allowing
the reduction of the execution time (<5min on a simple
cluster). In this way, distributed computing provides the
necessary resources to apply our methodology to infer the
regulations of much larger genomes. Our methodology
provides a simple and fast way to obtain a quantitative
global model of transcriptional regulation even for large
networks. The incorporation of sparse Bayesian regression
methods (19) provides a promising extension for further
works. Such methods would provide better inference but
increasing the computational cost.
The construction of genome-scale models is clearly a

valuable step toward the understanding of the cellular
behavior (4), but it is also of interest for the emerging
field of synthetic biology, where functional genetic circuits
are engineered into cells dealing to minimize the impact on
the host (48). Hence, InferGene provides an accurate
model to predict the changes in the biological processes
when perturbing the cell. In addition, this model can be
applied to discover molecular targets of heterologous
compounds (20,21).

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.
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Figure 7. Prediction of expression profiles in E. coli from transcrip-
tional perturbations rewiring the wild-type regulatory map putting
together in a high-copy plasmid the rpoS and malT promoters with
the ORFs of ompR and fliA, respectively. In (a,c) whole transcriptome,
in (b,d) TFs profile. The relative expression error (�op) is 18% in (a),
16% in (b), 19% in (c) and 16% in (d). Experimental data is obtained
from (44).
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