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ABSTRACT

The Arctic radiation balance is strongly affected by clouds and surface albedo. Prior work has identified

Arctic cloud liquid water path (LWP) and surface radiative flux biases in the CommunityAtmosphereModel,

version 5 (CAM5), and reductions to these biases with improved mixed-phase ice nucleation schemes. Here,

CAM5 net top-of-atmosphere (TOA) Arctic radiative flux biases are quantified along with the contributions

of clouds, surface albedos, and new mixed-phase ice nucleation schemes to these biases. CAM5 net TOA all-

sky shortwave (SW) and outgoing longwave radiation (OLR) fluxes are generally within 10Wm22 of Clouds

and the Earth’s Radiant Energy System Energy Balanced and Filled (CERES-EBAF) observations. How-

ever, CAM5 has compensating SW errors: Surface albedos over snow are too high while cloud amount and

LWP are too low. Use of a new CAM5 Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observations

(CALIPSO) lidar simulator that corrects an error in the treatment of snow crystal size confirms insufficient

cloud amount in CAM5 year-round. CAM5 OLR is too low because of low surface temperature in winter,

excessive atmospheric water vapor in summer, and excessive cloud heights year-round. Simulations with two

new mixed-phase ice nucleation schemes—one based on an empirical fit to ice nuclei observations and one

based on classical nucleation theory with prognostic ice nuclei—improve surface climate in winter by in-

creasing cloud amount andLWP.However, net TOAand surface radiation biases remain because of increases

in midlevel clouds and a persistent deficit in cloud LWP. These findings highlight challenges with evaluating

and modeling Arctic cloud, radiation, and climate processes.

1. Introduction

Arctic near-surface air temperatures have warmed

faster than the global average over the late twentieth and

early twenty-first centuries. This ‘‘Arctic amplification’’

has been attributed to numerous possible processes and

feedbacks, particularly sea ice loss (Serreze et al. 2009).

Modeling this observed Arctic climate change and pro-

jecting future Arctic climate change with general circu-

lationmodels (GCMs) is challenging because of numerous

complex processes and feedbacks. For example, small

changes in surface type such as accumulating or melting

snow and sea ice or changes in cloud amount, phase, or

thickness can have large impacts on radiative fluxes.

Hence, in order to accurately represent Arctic climate,

models must accurately represent numerous compo-

nents including surface type, cloud amount, and cloud

phase. Indeed, climate models continue to disagree with

representation of cloud cover in the current Arctic cli-

mate (Cesana and Chepfer 2012) and projection of

surface warming and sea ice loss in the future (Karlsson

and Svensson 2013; Liu et al. 2013).
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Over the past few decades, much new data have been

gathered in the Arctic that can be used to improve

process-level understanding and for climate model

evaluation. Ground-based observational efforts such as

the Surface Heat Budget of the Arctic Ocean (SHEBA)

experiment in 1997–98 (Uttal et al. 2002), the U.S. De-

partment of Energy (DOE) Mixed-Phase Arctic Cloud

Experiment (M-PACE) in 2004 (Verlinde et al. 2007),

and DOE Atmospheric Radiation Measurement Pro-

gram (ARM) surface stationmeasurements at the North

Slope of Alaska (NSA) site in Barrow (Dong et al. 2010)

are particularly useful for improving process un-

derstanding of Arctic clouds. Observations from these

efforts have shown that mixed-phase clouds, which

contain liquid water drops and ice crystals, are common

in the Arctic, despite subfreezing temperatures (de Boer

et al. 2009, 2011). The ubiquitous basinwide presence of

liquid-containing clouds has also been detected using

satellite observations (Cesana et al. 2012). The frequent

occurrence of supercooled water is surprising given the

Wegener–Bergeron–Findeisen (WBF) process (Wegener

1911; Bergeron 1935; Findeisen 1938), meaning ice crys-

tals grow at the expense of liquid drops at subzero tem-

peratures. Yet, many radiative, microphysical, dynamical,

and surface processes govern the evolution and persis-

tence of mixed-phase clouds [see, e.g., a recent review

paper by Morrison et al. (2012)]. Comparisons of cloud

frequency and liquid water path (LWP) to observations

suggest that models generally underpredict the occur-

rence of mixed-phaseArctic clouds, leading to biases with

surface radiative fluxes, and that simulated mixed-phase

clouds are strongly sensitive to ice crystal number con-

centration (Morrison and Pinto 2006; Prenni et al. 2007;

Xie et al. 2008; Klein et al. 2009; Xie et al. 2013). Despite

having new double-moment microphysics, modeling

studies with the latest version of the National Center for

Atmospheric Research (NCAR) Community Atmo-

sphereModel, version 5 (CAM5) (Neale et al. 2010) have

suggested that CAM5 has smaller LWP and net surface

radiation than M-PACE (Liu et al. 2011; Xie et al. 2008)

and SHEBA (Morrison et al. 2012). The radiation biases

in turn produce excessively strong temperature inversions

and excessively cold winter temperatures in CAM5

(Medeiros et al. 2011; Pithan et al. 2014; de Boer et al.

2013). Due in part to smaller LWP and cloud amount,

CAM5 is unable to reproduce the bimodal distribu-

tion of net surface longwave radiation observed dur-

ing SHEBA in winter (Stramler et al. 2011; Morrison

et al. 2012; Cesana et al. 2012). Sensitivity studies with

new mixed-phase ice nucleation schemes in CAM5 have

demonstrated improvements in LWP and surface radia-

tive fluxes in the same region and time frame observed by

M-PACE (Liu et al. 2011; Xie et al. 2008).

While field campaigns such as SHEBA and M-PACE

have provided insights in particular regions, new satel-

lite observations providing multiyear data across the

entire Arctic basin are also proving useful for climate

model evaluation (Kay et al. 2011; Cesana et al. 2012;

Barton et al. 2012; Cesana and Chepfer 2012). Arctic

basinwide top-of-atmosphere (TOA) radiative fluxes

are available from the latest version of the Clouds and

the Earth’s Radiant Energy System (CERES; Wielicki

et al. 1996) Energy Balanced and Filled (EBAF) data

product (Loeb et al. 2009). Comparison of all-sky net

TOA shortwave (SW) radiation and outgoing longwave

(LW) radiation (OLR) between CAM5 and CERES-

EBAF can identify overall energy balance biases in the

model. In addition, comparisons of clear-sky and cloud-

forcing radiative fluxes can help identify the contribu-

tions of cloud and surface albedo biases to all-sky biases.

The contribution of cloud amount biases to cloud-

forcing biases can be studied by comparing modeled

and observed cloud amount. Recent studies have

emphasized the utility of active remote sensing for

observing Arctic cloud amount. For example, the Cloud-

Aerosol Lidar and Infrared Pathfinder Satellite Observa-

tion (CALIPSO)–GCM-Oriented CALIPSO Cloud

Product (CALIPSO-GOCCP) (Chepfer et al. 2010),

which is a part of theA-Train (L’Ecuyer and Jiang 2010), is

particularly useful (Cesana et al. 2012; Kay et al. 2012;

Barton et al. 2012). Because of differences between

modeled clouds and clouds observed by instruments,

simulator packages such as the Cloud Feedback Model

Intercomparison Project (CFMIP) (Bony et al. 2011)

Observation Simulator Package (COSP) (Bodas-

Salcedo et al. 2011), including a lidar simulator (Chepfer

et al. 2008), are now commonly utilized to enable

a more direct comparison of modeled clouds to ob-

servations. Assumptions are often made in the pa-

rameterizations that apply the simulator algorithms to

model output, however, and there continues to be op-

portunities to improve the accuracy of using instrument

simulators on model output. The CAM5 lidar simula-

tor, which has been built on the COSP lidar (Chepfer

et al. 2008), has recently included the effects of atmo-

spheric snow crystals in the lidar simulator (Barton

et al. 2012; Kay et al. 2012). Recent work has utilized

these new tools to investigate the impacts of new

CAM5 mixed-phase ice nucleation schemes on clouds

and radiation and identified changes to cloud amount

and cloud properties (Xie et al. 2013). There are several

opportunities to expand upon this work, including con-

ducting an analysis of the contributions of clouds and

surface albedo to net TOA radiation biases in CAM5,

comparing year-round (rather than March–September)

net TOA radiation biases to CERES-EBAF version 2.7

1 JULY 2014 ENGL I SH ET AL . 5175

Unauthenticated | Downloaded 11/12/21 09:31 AM UTC



(rather than version 2.6), and evaluating cloud amount

from a lidar simulator that contains a correction for an

error in the treatment of snow crystal size.

The primary goals of this paper are to quantify CAM5

Arctic basinwide net TOA radiation biases and to de-

termine the contributions of clouds, surface albedos, and

mixed-phase ice nucleation schemes to these biases. We

utilize CERES-EBAF all-sky, clear-sky, and cloud-

forcing fluxes to identify TOA radiative biases and the

relative contributions of surface albedo and clouds. We

utilizeCALIPSO-GOCCP cloud amount (Chepfer et al.

2010, 2013) together with aCALIPSO lidar simulator to

identify spatial biases in modeled cloud amount. The

present work investigates a correction for an error in the

treatment of snow crystal size in the lidar simulator

(section 3). Finally, we examine the impacts of new

mixed-phase ice nucleation schemes on net TOA radi-

ative fluxes, cloud amount, and Arctic weather states as

determined by the frequency distribution of net surface

longwave radiation. The paper is organized as follows:

Section 2 describes methods for models, datasets, and

analysis. In section 3, we discuss CAM5 cloud amount

using the CALIPSO simulator including the impacts of

a correction for an error in the treatment of snow crystal

size. In section 4, CAM5 net TOA radiative flux biases

are quantified along with contributions from clouds and

surface albedos. Section 5 presents the impacts of two

modified mixed-phase ice nucleation schemes on Arctic

clouds, radiation, and distribution of weather states.

Section 6 provides further discussion and conclusions.

2. Methods

a. CAM5 model description

We use CAM5 (version 5.1.05) released with Com-

munity Earth System Model, version 1.0.4 (CESM1)

(Hurrell et al. 2013), and is the model version utilized as

part of phase 5 of the Coupled Model Intercomparison

Project (CMIP5). CAM5, which is the atmospheric

component of CESM1, includes a double-moment cloud

microphysics scheme that predicts prognostic mass and

number mixing ratio of cloud liquid and ice based on

many microphysical processes including hydrometeor

collection, condensation/evaporation, freezing, melting,

sedimentation, and activation of droplets on aerosol

(Morrison and Gettelman 2008). The WBF process is

included, which allows conversion of cloud liquid to cloud

ice because of lower equilibrium vapor pressure over ice

than liquid. Ice nucleation, vapor deposition on ice crys-

tals, and ice supersaturation are also included (Gettelman

et al. 2010). Although CAM5 introduces numerous im-

provements in cloud microphysics compared to CAM4,

mixed-phase ice nucleation remains parameterized based

on Meyers et al. (1992), which has too many Arctic ice

nuclei when compared to observations (Prenni et al. 2007;

DeMott et al. 2010). The model also includes moist tur-

bulence (Bretherton and Park 2009), shallow convection

(Park and Bretherton 2009), diagnostic cloud amount,

and a new radiation scheme (Iacono et al. 2008).Aerosols

are represented in three modes (Aitken, accumulation,

and coarse) using a newmodal aerosol module (Liu et al.

2012). The model has 30 vertical levels, with 10 levels

between the surface and 3km. We run the standard

30-min physics time steps with two substeps for the cloud

microphysics code. The land model component of

CAM5, which is the same as the Community Climate

SystemModel, version 4 (CCSM4), has a detailed snow

model (Lawrence et al. 2011) that includes the effects

of aerosol deposition (e.g., black and organic carbon

and dust) on albedo; introduces a grain-size-dependent

snow aging parameterization; and permits vertically

resolved snowpack heating (Flanner and Zender 2005,

2006; Flanner et al. 2007), a density-dependent snow-

cover fraction parameterization (Niu and Yang 2007),

a revised snow burial fraction over short vegetation

(Wang and Zeng 2009), and corrections to snow com-

paction (Lawrence and Slater 2010).

b. CAM5 simulations

Three 11-yr (2000–10) CAM5 simulations are com-

pleted at 0.958 3 1.258 horizontal resolution: a CMIP5

reference case (‘‘CAM5 Meyers’’) and two simulations

with modified mixed-phase ice nucleation schemes

(‘‘CAM5 Prenni’’ and ‘‘CAM5 Hoose’’) (Table 1). All

three simulations are run with prescribed sea ice extent

and sea surface temperature (SST). The three simula-

tions are named for their treatment of ice nuclei con-

centration and are further described below.

CAM5 Meyers uses the default CMIP5 CAM5 model

physics. CAM5 has empirical parameterizations for

cloud microphysical processes in the mixed-phase regime

(temperatures between 08 and 2378C), which include im-

mersion freezing (Bigg 1953), contact nucleation (Young

TABLE 1. Summary of the mixed-phase ice nucleation schemes

evaluated in CAM5.

Scheme Representation Notes

CAM5 Meyers Empirical fit to Meyers et al.

(1992).

CAM5 default

scheme

CAM5 Prenni Empirical fit to Prenni et al.

(2007).

—

CAM5 Hoose Physical representation based

on laboratory measurements

and classical nucleation theory

(Hoose et al. 2010).

—
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1974), and deposition/condensation freezing (Meyers

et al. 1992). Deposition/condensation freezing is re-

sponsible for more than 90% of the ice nuclei formed in

CAM5 mixed-phase clouds. This simulation is named

for Meyers et al. (1992), who derived a formula for the

number of activated ice nuclei from vapor deposition/

condensation freezing that is a function of ice super-

saturation partially fitted to aircraft observations of ice

crystal number as a function of temperature over

Wyoming (Fletcher 1962).

CAM5 Prenni uses the same parameterizations for

immersion freezing and contact nucleation, but replaces

the coefficients in the deposition/condensation freezing

formula of Meyers et al. (1992) with those fitted to ob-

servations during the M-PACE (Prenni et al. 2007).

During M-PACE, concentrations of ice nuclei were

approximately an order of magnitude lower than the

formula derived by Meyers et al. (1992). The discrep-

ancy may be due to the differences in location, as other

studies have observed lower ice nuclei concentrations in

the Arctic (e.g., Bigg 1996) than Meyers et al. (1992)

observed over Wyoming.

CAM5 Hoose replaces the empirical parameteriza-

tions for immersion freezing, contact nucleation, and

vapor deposition/condensation freezing with a physical

representation of these processes based upon laboratory

measurements and classical nucleation theory (Hoose

et al. 2010). The mixed-phase nucleation rates are de-

termined by the number, size distribution, and surface

properties of mineral dust and black carbon in the in-

terstitial and cloud-borne phases (Wang et al. 2014). The

aerosol number and size distribution are calculated from

the aerosol module in CAM5 (Liu et al. 2012), and the

aerosol surface properties are derived by fitting to re-

spective laboratory data of mineral dust and black car-

bon (Hoose et al. 2010).

c. TOA radiative fluxes (CERES-EBAF 2.7)

CERES-EBAF is the only available source of basin-

wide TOA fluxes in the Arctic, and newer versions have

advanced to distinguish clouds from underlying high-

albedo sea ice and snow cover by utilizing cloud radi-

ances from the collocatedModerateResolution Imaging

Spectroradiometer (MODIS) and sea ice concentration

fields from the National Snow and Ice Data Center

(NSIDC) (Hollinger et al. 1990). We analyze 11 yr of

data (2000–10) from CERES-EBAF version 2.7, re-

leased in June 2013, which further improves calculation

of clear-sky fluxes by including CERES partly cloudy

data points in the calculation. CERES-EBAF all-sky

error is estimated to be 5–10Wm22 (Loeb et al. 2007).

We quantify the contributions of clouds and surface al-

bedos to all-sky biases by comparing model output to

CERES-EBAF clear-sky and cloud-forcing biases.

However, there remain significant uncertainties with

retrievals of clear-sky and cloud-forcing fluxes at high

latitudes because of difficulty distinguishing clouds from

snow, and it is difficult to quantify these uncertainties. A

recent study suggested that errors in CERES-EBAF

cloud detection caused errors in cloud forcing of up to

8.5% (Liu et al. 2010).

d. Cloud amount (CALIPSO-GOCCP)

We use CALIPSO-GOCCP lidar observations (Chepfer

et al. 2010) to assess cloud amount and vertical structure.

CALIPSO-GOCCP is well suited for Arctic assess-

ments and has been utilized in other model–observation

comparisons (Kay et al. 2012; Barton et al. 2012).

CALIPSO-GOCCP cloud detection is unaffected by the

surface conditions or thermal structure of the atmo-

sphere and is therefore more reliable than passive re-

mote sensing in the Arctic. CALIPSO-GOCCP is able

to detect near-surface clouds in the boundary layer as

well as optically thin clouds, which are both common in

polar regions. CALIPSO-GOCCP cannot detect clouds

with a scattering ratio of less than 5 (roughly equivalent

to a cirrus cloud with an optical depth of less than 0.1)

(Chepfer et al. 2013) and cannot see the entire vertical

extent of clouds if the optical depth is greater than 5

(Winker et al. 2009). We compare CAM5 model output

to CALIPSO-GOCCP observations by utilizing the

COSP CALIPSO lidar simulator that includes a correc-

tion for an error in the treatment of snow crystal size.

This improved treatment of atmospheric snow crystals

causes significant differences in the CALIPSO lidar

simulated cloud amount. A more detailed description of

the COSP CALIPSO lidar simulator and comparison of

output with and without the correction are covered in

section 3.

e. Domain of the Arctic

For our Arctic basinwide comparisons, we define the

Arctic as the region between 608 and 828N. This includes

polar continental landmasses (most of Alaska and

Greenland and the northern half of Canada and Siberia)

as well as most of the Arctic Ocean. We exclude the

region north of 828N to provide a fair comparison be-

tween model output and observations as CALIPSO-

GOCCP extends to 828N. Restricting the latitude range

in this manner did not significantly affect conclusions,

consistent with previous studies of latitude ranges in the

Arctic with CERES-EBAF (Kay and L’Ecuyer 2013)

andCALIPSO-GOCCP cloud amount (Kay et al. 2012).

Hence, for consistency between radiative flux and cloud

comparisons we conduct the majority of our analyses

across the region 608–828N. The model is evaluated in
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three regions: the entire Arctic basin, land, and water.

Model grid boxes with land fraction less than 0.5 are

designed as water; otherwise, they are designated as

land. The water designation includes sea ice as well as

open ocean. We average years 2000–10 when comparing

to CERES-EBAF and years 2006–10 when comparing

to CALIPSO-GOCCP. While sea ice cover is not the

same when averaging 2000–10 versus 2006–10, analysis

of polar spatial plots can ensure this difference is not

convoluting analysis. Observational data are regridded

to the CAM5 0.98 by 1.258 horizontal grid using piece-

wise linear interpolation and the same surface mask is

applied for comparison.

3. Updates to the CAM5CALIPSO lidar simulator

In this section, we describe the new CAM5 lidar

simulator with a correction for an error in the treatment

of snow crystal size and the impacts the new version has

on simulated cloud amount and cloud structure. Later,

we evaluate CAM5 net TOA radiative flux biases

compared to CERES-EBAF and determine contribu-

tions from clouds biases and surface albedo biases.

a. Description

To compare CAM5 model output of cloud amount

to CALIPSO-GOCCP observations, we use the COSP

CALIPSO lidar simulator (Chiriaco et al. 2006; Chepfer

et al. 2007). The standard version of the COSP CALIPSO

lidar simulator released for CMIP5 includes the im-

pacts of clouds only (Chepfer et al. 2008). The more

recent CAM5 version of the lidar simulator also includes

the impacts of radiatively active snow crystals on the

simulated lidar signal (Kay et al. 2012) and is referred to

here as the CAM5CMIP5 version of the lidar simulator.

In the CAM5 CMIP5 lidar simulator, the maximum

particle radius was set to 70mm for both cloud ice and

snow. While this maximum is valid for computing the

backscatter to extinction ratio since the latter is constant

as soon as the particle is larger than the wavelength

(0.532mm for CALIPSO), this maximum is not valid to

compute the extinction coefficient as a function of the

actual particle size. To address this issue for snow, in the

current work the particle size determined by model

simulated snow crystals is used to calculate the extinc-

tion coefficient. This can significantly affect the ob-

servable cloud amount, as for a fixed water mass

allowing for larger particle sizes would lead to smaller

total extinction and eventually to less cloud fraction.

b. Arctic cloud amount

When comparing 2006–10 average cloud amount to

the CAM5 CMIP5 lidar simulator (Kay et al. 2012), the

new CAM5 lidar simulator has lower cloud amount

year-round, particularly in winter months (Fig. 1). The

reduced cloud amount (relative to CAM5 CMIP5) re-

sults from increased snow crystal size. A larger snow

crystal size increases the extinction coefficient and de-

creases the calculated attenuation coefficient, leading to

a smaller lidar backscatter. Across the Arctic basin, to-

tal, high, middle, and low simulated cloud amount is

lower in CAM5 with the new lidar simulator than

CALIPSO-GOCCP observations year-round. Spatially,

CAM5 annual average cloud amount is too low over the

Arctic Ocean and continental landmasses but agrees

well with CALIPSO-GOCCP over the Greenland Sea,

North Atlantic Ocean, and North Pacific Ocean (Fig. 2).

Vertical contour plots of CAM5 seasonal cloud amount

with the new lidar simulator compared to the CAM5

CMIP5 version (Fig. 3) reveal a significant reduction in

cloud amount in middle and upper troposphere (from 3

to 9 km in winter months and from 6 to 12 km in summer

months) as well as a reduction of low cloud in winter.

Compared to CALIPSO-GOCCP observations, CAM5

with the new lidar simulator has insufficient cloud

amount in the first few kilometers above Earth’s surface

most of the year, which would result in excessive radi-

ative cooling and excessively cold winters in the model.

Above about 5 km, CAM5 with the new lidar simulator

has excessive cloud amount. Excessive middle and high

cloud amount in CAM5 is also present when compared

to vertical contour plots of cloud amount from theARM

NSA surface station in Barrow (not shown).

It is counterintuitive that based on vertical contour

plots (Fig. 3) CAM5 has excessive middle and high

clouds, yet plots of average high and middle cloud

amount (Fig. 1) suggest that CAM5 has insufficient

cloud amount. This perceived discrepancy is explained

by considering that clouds have both a frequency of

occurrence and a vertical extent. A bias in the frequency

of cloud occurrence of high cloud would cause a bias in

Fig. 1. A bias in the vertical extent of clouds at a given

cloud frequency would cause a bias in Fig. 3. (The ver-

tical extent of clouds in the model is set by the presence

of prognostic condensate. For the radiation code,

a maximum–random overlap assumption is used.) This

possibility is explored further by comparing monthly

average cloud amount to instantaneous output of the

vertical profile of cloud amount at a single latitude and

longitude (in this case, Barrow, Alaska). In spring, for

example, CAM5 has insufficient total, high, middle, and

low cloud compared to CALIPSO-GOCCP (Figs. 4a–d),

yet CAM5 has excessive cloud amount between 5 and

9km when plotting a vertical profile of cloud amount

bias compared to CALIPSO-GOCCP (Fig. 4f). Plot-

ting instantaneous output of cloud amount shows that
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CAM5 clouds are generally tall when they occur (Fig. 4e).

In other words, cloud frequency of occurrence in CAM5

is about 5% too low but, when clouds do occur in the

model, they span too much of the vertical column.

The excessive cloud vertical extent is not limited to the

Arctic; CAM5 average high and middle cloud amount

between 608S and 608N is about 5% lower thanCALIPSO-

GOCCP, while vertical contour plots in the same latitude

range find CAM5 to have about 5% higher cloud

amount than CALIPSO-GOCCP between 9 and 15 km

(not shown). Other studies have identified low fre-

quency of CAM5 cloud amount (Barton et al. 2012) and

excessive CAM5 cloud amount in the middle and upper

Arctic troposphere (Barton et al. 2012; Xie et al. 2013).

Additionally, a comparison of our CAM5 simulation to

cloud amount at the ARM NSA site in Barrow suggests

excessive CAM5 clouds in the middle and upper tro-

posphere (not shown). Another possibility for in-

sufficient low cloud using the lidar simulator could be

due to attenuation when the clouds above have an op-

tical depth of greater than 5. However, CAM5 Arctic

clouds are optically thin in the colder months; monthly

average column-integrated optical depth is greater than

5 in only 5% of the Arctic grid boxes in winter. Above

FIG. 1. Seasonal cycle of monthly average (a) total, (b) high, (c) middle, and (d) low cloud amount (%) from 608 to
828N for 5-yr average (2006–10) of CALIPSO-GOCCP observations (black lines) and model simulations using the

CALIPSO lidar simulator (blue lines). Dotted lines are for the CAM5 CMIP5 version of the lidar simulator (CAM5

old snow COSP); solid lines are for the new CAM5 lidar simulator with a correction for an error in the treatment of

snow crystal size (CAM5 new snow COSP). Error bars represent standard deviation of monthly averages across the

5-yr time period.
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800 hPa, CAM5 optical depth is greater than 5 in less

than 1%of Arctic grid boxes in winter. This suggests it is

not instrument attenuation to blame; rather, the model

has tall thin clouds and insufficient clouds/optically thin

clouds below 3km. In the summer, however, above

800 hPa, CAM5 cloud optical depth is greater than 5 in

about 30% of grid boxes, suggesting instrument atten-

uation may make a minor contribution to insufficient

low cloud amount.

4. Results: CAM5 Arctic TOA radiative fluxes

With an assessment of cloud amount using the new

CAM5 lidar simulator with a correction for an error in

the treatment of snow crystal size complete, we next

evaluate net TOA radiative fluxes in the model.

a. Arctic net TOA SW radiative flux biases

The seasonal cycles of CAM5 CMIP5 (CAM5 Mey-

ers) net TOASW radiative fluxes across theArctic basin

(608–828N) are compared to CERES-EBAF in Fig. 5. A

4-yr CESM1 simulation (2003–06), which is the fully

coupled model version containing the CAM5 atmo-

spheric component, is also evaluated for comparison to

CAM5 Meyers (2000–10). For SW all sky, CAM5 and

CESM1 are generally within 10Wm22 of CERES-

EBAF year-round over all three surface types (basin,

land, and water), except in late summer over water. The

magnitudes of winter SW all-sky biases are smaller than

in summer due in part to smaller incoming solar insolation

in winter. When comparing net SW clear sky to CERES-

EBAF (Figs. 5d–f), CAM5 generally has negative biases

most of the year, except in late summer over water. In

contrast, CAM5 generally has positive SW cloud-forcing

biases (Figs. 5g–i), meaning clouds let too much SW into

the Arctic system, which is due to insufficient Arctic

cloud amount in CAM5 (Fig. 1). Other biases are pos-

sible including cloud LWP, cloud droplet size, or cloud

optics. The COSP CALIPSO simulator allows the user

to specify spherical or nonspherical ice particle shape.

We specify spherical shape, which is the default and also

what is assumed in the CAM5 cloud optics code and the

cloud microphysics code (i.e., fall speeds). This suggests

that CAM5 has compensating biases between surface

albedo and cloud forcing, which result in a lower bias

when comparing TOA SW all sky. Assuming no signif-

icant atmospheric contributions to SW clear-sky radia-

tive fluxes, clear-sky biases are assumed to be largely

due to surface albedo biases. CAM5 and CESM1

monthly all-sky, clear-sky, and cloud-forcing biases have

a similar seasonal cycle at both wavelengths, suggesting

that the atmospheric component of CESM1 is driving

most of the radiative flux biases, rather than feedbacks

between the fully coupled ocean, sea ice, and land

components. One notable exception is that CESM1 has

a larger SW clear-sky bias over land during the late

spring in early summer (Fig. 5e). This is attributed to

higher snow cover over land in CESM1, suggesting that

CESM1 snow cover may be too high.

CAM5 has a SW clear-sky bias over water that is too

low by about 20Wm22 in spring and early summer

[April–June (AMJ)] and too high by about 20Wm22 in

late summer [July–September (JAS)] (Fig. 5f). The

clear-sky bias in AMJ is compensated by an equally

FIG. 2. Annual average polar spatial plots of cloud amount (%) across a 5-yr time period (2006–10) for (a) CALIPSO-GOCCP ob-

servations, (b) the newCAM5 lidar simulator with a correction for an error in the treatment of snow crystal size (CAM5new snowCOSP),

and (c) CAM5 minus CALIPSO-GOCCP.
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positive cloud-forcing bias (Fig. 5i) resulting in a near-

zero all-sky bias (Fig. 5c). However, the clear-sky bias in

JAS drives a corresponding all-sky bias as a result of

a lack of compensation from cloud forcing. This clear-sky

bias is further explored in polar spatial plots of SW all-

sky, clear-sky, and cloud-forcing biases during these two

seasons (Fig. 6). While basinwide average TOA SW

biases tend to be less than 10Wm22, spatial biases in

FIG. 3. Vertical contour plots of seasonal cycle of monthly average cloud amount (%) from 608 to 828N for 5-yr

average (2006–10) of (a) the newCAM5 lidar simulator with a correction for an error in the treatment of snow crystal

size (CAM new snow COSP) and (b) the CAM5 CMIP5 version of the lidar simulator (CAM5 old snow COSP) and

(c),(d) difference plots from a 5-yr average (2006–10) of CALIPSO-GOCCP observations.
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FIG. 4. Investigation of vertical profile of CAM5 cloud amount at Barrow, Alaska (718N, 1578W).

(a)–(d) Seasonal cycle of monthly average total, high, middle, and low cloud amount for the new

CAM5 lidar simulator with a correction for an error in the treatment of snow crystal size (CAM5

new snow COSP; blue lines) and CALIPSO-GOCCP observations (black lines). (e) Instantaneous

output of native CAM5 cloud amount at 27-h intervals for the year 2005. Horizontal lines represent

boundaries between high, middle, and low cloud. (f) Vertical contour plot of seasonal cycle of

monthly average cloud amount bias (the new CAM5 lidar simulator with a correction for an error in

the treatment of snow crystal size minus CALIPSO-GOCCP) for the year 2005. Horizontal lines

represent boundaries between high, middle, and low cloud.
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each grid box across the Arctic basin of SW all-sky, clear-

sky, and cloud forcing range from 250 to 50Wm22. In

both AMJ and JAS over water, there is a clear pattern

of SW all-sky, clear-sky, and cloud-forcing biases over

the domain that corresponds to the coverage of the

polar ice cap (Figs. 7a,b, respectively). As the CAM5

model simulations were run with prescribed sea ice

extent and SST, it is unlikely that SW clear-sky biases

FIG. 5. Seasonal cycle of monthly average net TOA SW (a)–(c) all-sky, (d)–(f) clear-sky, and (g)–(i) cloud-forcing radiation biases in

the Arctic (608–828N) for model simulations minus CERES-EBAF observations. CAM5Meyers and CESM1 use the CMIP5 reference

mixed-phase ice nucleation scheme (Meyers et al. 1992), CAM5 Prenni uses M-PACE observations (Prenni et al. 2007), and CAM5

Hoose uses classical nucleation theory (Hoose et al. 2010). CAM5 simulations are 11-yr averages (2000–10), CESM1 is a 4-yr average

(2003–06), and CERES-EBAF observations are 11-yr averages (2000–10). Model grid boxes with land fraction less than 0.5 are de-

signed as water; otherwise, they are designated as land. A positive net TOA SW bias means the model predicts excess SW fluxes

entering the Arctic system.
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are due to sea ice extent errors. The clear-sky bias over

sea ice is about 30Wm22 too low in AMJ and then

becomes a little too high in JAS. This corresponds to

snow being present on sea ice in AMJ and mostly

melting by JAS (Figs. 7c,d, respectively), suggesting

model albedo errors when snow is present on sea ice.

In addition to SW clear-sky biases over sea ice, CAM5

SW clear sky is about 40Wm22 too low over some land

FIG. 6. AMJ and JAS polar spatial plots of net TOA SW (a),(b) all-sky, (c),(d) clear-sky, and (e),(f)

cloud-forcing biases (CAM5 Meyers 2 CERES-EBAF) across 11 yr (2000–10).
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FIG. 7. AMJ and JAS polar spatial plots of CAM5 (a),(b) sea ice cover (%); (c),(d) snow depth on

sea ice (cm); (e),(f) snow depth on land (cm); and (g),(h) National Oceanic and Atmospheric Ad-

ministration (NOAA) and Rutgers observed snow-cover extent (%) across 11 yr (2000–10). Sea ice

and SST were prescribed in the model simulations.
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areas such as southern Alaska (Figs. 6c,d). These bia-

ses correspond to mountainous regions that retain

snow cover during the spring and summer months. A

comparison of CAM5 snow depth (Figs. 7e,f) to ob-

served snow-cover extent (Figs. 7g,h) averaged over

the same time period (2000–10) suggests CAM5 has

excessive snow in some places, explaining some of the

SW clear-sky biases. However, the regions with the

largest SW clear-sky biases have consistently high

snow-cover extent in the model as well as observations.

This suggests possible biases with the CAM5 land

model treatment of snow albedo or fractional snow

cover.

Finally, there appears to be other SW clear-sky dif-

ferences between CAM5 and CERES-EBAF, including

a discontinuity in biases around 608N over both land and

ocean. Some of these biases may be due to errors in the

CERES-EBAF clear-sky algorithm, which are discussed

in more detail in section 6.

b. Arctic OLR flux biases

The seasonal cycle of CAM5 and CESM1OLR biases

across the Arctic basin (608–828N) are compared to

CERES-EBAF (Fig. 8). CAM5 and CESM1 have

smaller than observed OLR all-sky, clear-sky, and

cloud forcing year-round over basin, land, and water.

(A negative OLR bias means the model predicts in-

sufficient OLR leaving the Arctic system.) The winter

OLR clear-sky bias is partially a result of CAM5

surface temperatures being too cold; prior work has

found insufficient CAM5 winter cloud amount and

LWP, which allows too much radiative cooling (Liu

et al. 2011; Morrison et al. 2012; Xie et al. 2013). The

summer OLR clear-sky bias is partially a result of

excessive atmospheric water vapor; when compared

to a 10-yr average of ARM NSA observations at

Barrow (2000–10), specific humidity is about 20%

higher in CAM5 in the summer months (not shown),

but it is not clear if this can be extrapolated to the

entire Arctic basin. If so, it is possible that the model

transports too much moisture from lower latitudes.

CAM5 OLR cloud forcing is also too low throughout

most of the year, except spring, meaning that OLR

forced by CAM5 clouds is too low. This is attributed

to excessive Arctic clouds in CAM5 between 6 and

12 km, which was noted previously (Fig. 3c). Excess

high altitude clouds, with their cold cloud tops, re-

duce OLR.

c. Arctic net TOA radiative flux biases (SW 1 LW)

On average, net TOA SW all-sky biases in CAM5

are positive (too much energy in the Arctic system)

and OLR biases are negative (also too much energy

in the Arctic system), resulting in a positive net TOA

SW1OLR bias that is approximately 10Wm22 year-

round (Fig. 9a). Insufficient cloud amount, excess

snow cover, and snow albedo errors contribute to SW

biases, while cold winter surface temperatures (be-

cause of excess radiative cooling from insufficient

low cloud amount and LWP), excessive atmospheric

water vapor in summer, and excessive middle and

high cloud amount year-round contribute to OLR

biases.

5. Results: Modified mixed-phase ice nucleation
schemes

We next assess the impacts of two new mixed-phase

ice nucleation schemes, CAM5 Prenni and CAM5

Hoose, on CAM5 Arctic basinwide net TOA radiative

fluxes, clouds, and climate. While the mixed-phase

schemes were implemented globally in the model, the

climate impacts of these modified schemes are most

significant at high latitudes, where mixed-phase regimes

(supersaturated temperatures between 08 and 2378C)
are most common. This high-latitude impact was also

noted in other studies of mixed-phase ice nucleation

schemes (Xie et al. 2013). Hence, we present analyses of

their impacts in the Arctic region.

a. Ice nuclei and surface climate

The seasonal cycles of number of ice nuclei, cloud

LWP, downwelling longwave radiation, and surface

temperature for simulations with three different mixed-

phase ice nucleation schemes are plotted in the Arctic

(Fig. 10). While the CAM5 Prenni and CAM5 Hoose

schemes predict about an order of magnitude lower

number of ice crystal nuclei from mixed-phase ice nu-

cleation than CAM5 Meyers, the total number of ice

nuclei between 300 and 1000 hPa is reduced by about

a factor of 3 year-round because of the contributions of

other processes and sources and sinks. The decrease in

ice number slows the WBF process, which in turn in-

creases cloud LWP, particularly in the colder months,

where LWP is low in the reference model and mixed-

phase cloud temperatures are common (Fig. 10a). LWP

approximately doubles in winter for both CAM5 Prenni

and CAM5 Hoose schemes compared to CAM5Meyers,

increasing downwelling LW radiation by about 10Wm22

and increasing surface temperature by about 28C (Fig. 10b).

The changes to ice number, LWP, downwelling long-

wave radiation, and winter surface temperature improve

CAM5 comparisons to M-PACE observations, as has

been previously documented when implementing other
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improved mixed-phase ice nucleation schemes in CAM5

(Liu et al. 2011; Xie et al. 2008). Across the Arctic basin,

the CAM5 Hoose scheme predicts 15% fewer ice nu-

clei than CAM5 Prenni annually averaged from 300 to

1000hPa. However, the known CAM5 aerosol low biases

in the Arctic (Wang et al. 2013) likely propagate to biases

in the prediction of ice nuclei as well as cloud condensa-

tion nuclei. Given the significant differences in how they

predict ice nuclei, it is surprising that CAM5 Prenni and

CAM5 Hoose schemes predict such similar results,

providing reassurance that the physically based scheme

(CAM5 Hoose) is able to predict ice number similar to

the one derived from observations (CAM5 Prenni).

b. Clouds, TOA radiative fluxes, and surface
weather states

The seasonal cycle of cloud amount using the new

CAM5 lidar simulator with a correction for an error in

FIG. 8. As in Fig. 5, but for OLR biases. A negative OLR bias means the model predicts insufficient OLR leaving the Arctic system.
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the treatment of snow crystal size is compared for the

three simulations andCALIPSO-GOCCP (Fig. 11). The

CAM5 Prenni and CAM5 Hoose schemes predict an

increase in CALIPSO total cloud amount in the Arctic

(Fig. 11a), particularly in the winter months, where they

compare favorably to CALIPSO-GOCCP. Much of the

increase in winter months is due to an increase in low

cloud (Fig. 11d), which is predominantly mixed-phase

clouds, although in CAM5 Meyers these clouds are

mainly ice clouds because of very low LWP. Most of the

increase in cloud amount for the CAM5 Hoose and

CAM5 Prenni simulations is over the Arctic Ocean,

Siberia, and northern Canada, leading to significantly

improved comparisons to CALIPSO-GOCCP (Fig. 12).

The native model output of cloud amount (Fig. 11, dotted

lines) is significantly higher than CAM5CALIPSO cloud

amount; in winter, for example, native cloud amount is

almost twice that of CAM5 CALIPSO cloud amount.

FIG. 9. As in Fig. 5, but for the CAM5 net TOA bias, calculated as net TOA SW bias minus OLR bias for consistent sign convention. A

positive net bias means the model predicts excess energy entering the Arctic system.
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As we noted in section 3b, most of these clouds are too

optically thin to be observed by CALIPSO (equivalent

to a cirrus cloud with an optical depth of less than 0.1).

Hence, they also have a minor contribution to radiative

fluxes as well, supporting our argument that it is best to

analyze CAM5 CALIPSO cloud amount rather than

native model output when investigating radiative im-

pacts of clouds. The native model output is comparable

for all three simulations, suggesting that it is not cloud

frequency that is increasing; rather, an increase in op-

tical thickness of native model clouds is enabling a

higher fraction of them to be detected by CALIPSO-

GOCCP. One case where the three schemes deviate

is that native model output of low cloud amount in

CAM5Meyers is higher, yet its cloud amount using the

CALIPSO lidar simulator is lower in winter than CAM5

Prenni and CAM5 Hoose (Fig. 11d). It is possible that,

because of a lack of cloud liquid production in clouds,

CAM5 Meyers clouds are thinner but occur more often

because of a slower depletion of water vapor.

Despite increases to cloud amount, cloud LWP,

downwelling longwave radiation, and winter surface

temperature, CAM5 Prenni and CAM5 Hoose schemes

do not improve net TOA SW radiative flux biases com-

pared to CAM5Meyers (Fig. 5). Monthly average all-sky

SW biases in late spring and summer are improved by

about 5Wm22, but the differences are within the error

bars (one standard deviation). Additionally, approxi-

mately half of the improvement for CAM5 Prenni and

CAM5Hoose is due to amore negative SWclear-sky bias

in early summer versus CERES-EBAF (Fig. 5d) com-

pensating for the positive cloud-forcing bias. This more

negative clear-sky bias is attributed to higher snow cover

in CAM5 Prenni and CAM5Hoose than CAM5Meyers.

The other half of the improvement in SW all-sky biases is

due to a reduction in cloud-forcing biases, which can be

attributed to increased cloud amount and LWP, which

increases optical depth. Likewise, OLR biases (Fig. 8)

are comparable for all three schemes. Why are TOA ra-

diative flux biases not improved, despite improvements to

cloud amount, cloud LWP, downwelling longwave radi-

ation, and winter surface temperature? Comparisons of

vertical profiles of cloud amount, temperature, and spe-

cific humidity provide some insight (Fig. 13). All three

simulations have excessive cloud amount between 5 and

12km. In addition, the CAM5 Prenni and CAM5 Hoose

schemes also have excessive cloud amount from 2 to 5 km

(Figs. 13c,d, respectively), where temperatures are com-

monlymixed phase (from08 to2358C).While the surface

is warmer in the CAM5 Prenni and CAM5 Hoose sim-

ulations than CAM5 Meyers, in the region at 2–5km

temperatures are generally about 18C cooler (Figs. 13e,f)

and specific humidity is higher (Figs. 13g,h).

Finally, we explore impacts of the mixed-phase ice

nucleation schemes on Arctic weather states as defined

by the frequency distribution of instantaneous net sur-

face longwave radiation. Morrison et al. (2012) noted

a bimodal distribution of weather states during SHEBA,

with a peak near 0Wm22 (thick low clouds) and another

peak at roughly240Wm22 (clear skies). Neither CAM5

nor the Laboratoire de M�et�eorologie Dynamique–Zoom

general circulation model (LMDZ5B) were able to re-

produce peak in the cloudy state at 0Wm22 (Cesana

et al. 2012). Following Cesana et al. (2012), Fig. 14 shows

the probability distribution of net surface longwave ra-

diation for SHEBA and the CAM5 simulations. While

CAM5 Prenni and CAM5 Hoose slightly improve the

probability distributions compared to CAM5 Meyers,

none of simulations reproduces the observed peak near

0Wm22 in any season.

FIG. 10. Seasonal cycle of simulated monthly average (a) ice nuclei concentration (m23) and LWP (kgm22),

and (b) downwelling longwave radiation (Wm22) and surface temperature (K) for the three simulations in theArctic

(608–828N). Ice nuclei concentration is calculated by averaging the sum of all vertical levels between 100 and

1000 hPa.
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6. Discussion and conclusions

CAM5 Arctic net TOA radiative fluxes are generally

within 10Wm22 of CERES-EBAF. However, CAM5

SW clear-sky fluxes are generally too low, while SW

cloud-forcing fluxes are generally too high, meaning that

the model has compensating biases in TOA radiative

fluxes. CAM5’s excessive SW cloud forcing (meaning

too much SW enters the Arctic system) is attributed to

smaller cloud amount and LWP in the model. Com-

parisons of CAM5 cloud amount toCALIPSO-GOCCP

using a new lidar simulator with a correction for an error

in the treatment of snow crystal size reinforce this con-

clusion; CAM5 has insufficient total, high, middle, and

low cloud amount. Cloud amount using the new lidar

simulator is substantially different from the CAM5

CMIP5 lidar version, suggesting the importance of ra-

diatively activate snow on cloud amount and the impacts

that lidar code can have on predicted cloud amount.

CAM5’s insufficient SW clear-sky fluxes are largely

a result of snow albedo being too high over sea ice and

some land areas. The albedo biases over sea ice may be

related to lack of aerosol deposition onto snow, exces-

sive snow depth, errors with wet snow parameterization,

and/or errors inmelt pond parameterization. The albedo

biases over land are likely due to both excess snow cover

in the model and snow albedo errors. While the land

model component of CAM5 contains a sophisticated

snow component (see section 2), theremay be errors with

subgrid (fractional) snow cover, which is parameterized

FIG. 11. Seasonal cycle of monthly average (a) total, (b) high, (c) middle, and (d) low cloud amount (%) from 608 to
828N for 5-yr average (2006–10) of CALIPSO-GOCCP observations (black lines) and CAM5 simulations (colored

lines). Solid lines are for the new lidar simulator; dashed lines are native model output.
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FIG. 12. Annual average polar spatial plots of cloud amount with the new lidar simulator across

a 5-yr time period (2006–10) of (a) CAM5 Prenni, (b) CAM5 Hoose, (c) CAM5 Prenni 2 CAM5

Meyers, (d) CAM5 Hoose 2 CAM5 Meyers, (e) CAM5 Prenni 2 CALIPSO-GOCCP, and (f)

CAM5 Hoose 2 CALIPSO-GOCCP.
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FIG. 13. Vertical contour difference plots of seasonal cycle of monthly averages of (a)–(d) cloud

amount (%); (e),(f) temperature (K); and (g),(h) specific humidity (g kg21) from 608 to 828Nacross

5 yr (2006–10).Modeled cloud amount uses the newCAM5 lidar simulator with a correction for an

error in the treatment of snow crystal size.
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based only upon snow depth in CAM5 and likely does

not accurately represent the actual snow-cover surface

area present in mountainous regions in summer, such as

in southern Alaska. Aged snow in CAM5may also have

insufficient aerosol deposition; indeed other work has

found insufficient aerosol at high latitudes (Wang et al.

2013). New observations would be helpful to constrain

some of these parameters.

Some of the SW clear-sky differences between CAM5

and CERES-EBAF (Fig. 6) may be attributed to errors

and uncertainties with CERES-EBAF retrievals. For

example, CAM5 has excessive SW clear sky over water in

the Arctic Ocean betweenGreenland and Scandinavia in

AMJ (Fig. 6c) and JAS (Fig. 6d). Since sea ice extent was

prescribed in these CAM5 simulations, it is unlikely the

bias is due to incorrect surface type. This region is open

ocean in the model and observations. While it is possible

there is a bias with the prescribed open ocean albedo in

the model, it is more likely there are errors with CERES-

EBAF retrievals of clear-sky fluxes in this region. By

definition, a near-zero all-sky SW bias coupled with

a positive SW clear-sky bias means a negative SW cloud-

forcing bias. However, CAM5 cloud amount compares

favorably to CALIPSO-GOCCP in this region between

Greenland and Scandinavia (Fig. 2), which supports the

suggestion that CERES-EBAF clear-sky retrieval errors

FIG. 14. Probability distributions of net surface longwave radiation (Wm22) for four seasons across the Beaufort

Sea (708–808N, 1708–1208W) for SHEBA observations (black lines) and CAM5 model simulations (colored lines).

SHEBA data are derived from 1-h averages from October 1997 to October 1998, while CAM5 output utilizes 5 yr

(2000–05) of 27-h instantaneous output.
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are responsible for the difference.Note that the SWclear-

sky bias present between Greenland and Scandinavia is

smaller than in other regions with open ocean, particu-

larly at latitudes south of 608N. There appears to be

a discontinuity in SW clear-sky biases at 608N over both

land and ocean. This too suggests clear-sky retrieval is-

sues with CERES-EBAF. There is much difficulty ob-

taining accurate high-latitude retrievals of clear-sky

radiative fluxes because of low-albedo contrasts between

clouds and snow combined with high-latitude zenith an-

gles. CERES-EBAF version 2.7 employs two different

algorithms to determine clear-sky fluxes depending on

the solar zenith angle. If solar zenith angles are less than

828, clear-sky irradiances are derived from snow/ice

angular distribution models if snow/ice is present in a

CERES footprint and no clouds are detected (Kato and

Loeb 2005). If footprints are partly cloudy, narrowband

to broadband conversions of MODIS radiances are uti-

lized (Loeb et al. 2009). However, at solar zenith angles

greater than 828, the daytime algorithm with MODIS

cannot be utilized and a nighttime algorithm is im-

plemented (Minnis et al. 2011). There can be disconti-

nuities between the two algorithms, and this appears to be

the case at around 608N. The discontinuity near 608N is

not universally present at all longitudes, suggesting that

the two algorithms are sometimes in agreement. Like-

wise, it is possible that both algorithms sometimes have

errors. There are also SW clear-sky differences between

different versions of CERES-EBAF. Version 2.7, which

improves partly cloudy algorithms compared to version

2.6, differs spatially by up to 20Wm22 seasonally (not

shown). In CERES-EBAF version 2.7, the gradient at

608N is reduced compared to version 2.6, suggestingmore

consistency as a function of latitude. However, CAM5

SW clear-sky TOA biases over the polar ice cap are

higher when compared to version 2.7. In AMJ, CAM5

clear-sky TOASWbiases over the polar ice cap are about

30Wm22 too low compared to version 2.7 and about

20Wm22 too low compared to version 2.6. In JAS,

CAM5 SW clear-sky biases over the polar ice cap are

about 15Wm22 too high compared to version 2.7 and

near zero compared to version 2.6. Differences in OLR

clear sky between the two versions of CERES-EBAF

were smaller than the differences in net TOA SW clear

sky. Nonetheless, much of our analysis of CAM5 clear-

sky biases is supported by alternate comparisons, sug-

gestingmodel biases rather thanCERES-EBAF retrieval

errors. For example, CAM5’s excessive SW cloud forcing

versus CERES-EBAF is consistent with CAM5’s in-

sufficient cloud amount versus CALIPSO. Likewise,

CAM5’s SW clear-sky biases over mountainous snow-

covered regions correspond to places with snow cover in

the model. These biases are present also when comparing

to CERES-EBAF all-sky fluxes, which are not subjected

to the cloud-clearing algorithm errors associated with

clear-sky fluxes. In these regions CAM5 cloud amount

compares favorably to CALIPSO in AMJ and JAS (not

shown), suggesting that clear-sky biases, not cloud-

forcing biases, are contributing to the all-sky biases.

CAM5 OLR all-sky, clear-sky, and cloud-forcing

fluxes are too low year-round. In winter, the OLR bias

is partially attributed to cold surface temperatures due

excessive radiative cooling from insufficient mixed-

phase clouds, which has been reported previously (Liu

et al. 2011; Xie et al. 2013). In summer, excess atmo-

spheric water vapor (specific humidity) may contribute

to OLR biases, which may be due to excessive transport

of moisture from lower latitudes. Year-round OLR

biases may be related to excess cloud amount in the

middle and upper troposphere. Comparisons of CAM5

cloud amount to CALIPSO-GOCCP using a new lidar

simulator with a correction for an error in the treatment

of snow crystal size reveal that CAM5 has excess cloud

amount in the middle and upper troposphere based on

vertical contour plots. However, comparisons of middle

and high cloud amount to CALIPSO-GOCCP using the

new CAM5 lidar simulator suggest that CAM5 has in-

sufficient cloud amount. This perceived discrepancy is

due to CAM5 cloud frequency being too low, yet the

vertical extent of CAM5 clouds that do occur is too high,

particularly between 3 and 12 km. It is unclear why

CAM5 has excessive clouds. At these altitudes, the

clouds are mostly ice. Instantaneous model output re-

veals these clouds often extend from the surface up to

9–12 km, suggesting they are produced from the con-

vection scheme. It is possible that the model ice nucle-

ation parameterization is too sensitive to subgrid-scale

uplift in this region. A study of Arctic weather states

found that excessive middle and high cloud amount in

CAM5 occurred most often during the weak uplift re-

gime (Barton et al. 2012). With the new lidar simulator,

the CAM5 bias during the weak uplift regime was re-

duced but excess cloud amount still occurred above 4 km

(N. Barton 2013, personal communication), suggesting

possible errors with model parameterization of uplift. It

is also possible that the model’s vertical resolution of

about 1 km per level in the middle and upper tropo-

sphere contributes to the bias; as in CAM5, a cloud al-

ways fills the entire height of the grid box. Model

horizontal grid resolution appears to contribute to this

bias, as running at 28 resolution increased the high cloud

bias further compared to 18 resolution.
Implementing new mixed-phase ice nucleation schemes

increased low cloud amount and LWP as expected but did

not significantly impact net TOA SW or OLR biases

compared to CERES-EBAF and did not significantly
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improve the probability distribution of net surface long-

wave fluxes compared to SHEBA.While improved, cloud

amount and LWP are still low for the CAM5 Prenni and

CAM5 Hoose simulations compared to CALIPSO-

GOCCP cloud amount across theArctic basin andLWPat

theARMNSA site inBarrow.Recent work suggests other

aerosols can contribute to heterogeneous ice nucleation

(Yun and Penner 2013), and the possible role of scaveng-

ing on Arctic aerosol concentration and underestimation

on LWP (Wang et al. 2013). The CAM5 Prenni and

CAM5 Hoose simulations also have excessive cloud

amount from 2 to 5km, in addition to the excessive cloud

amount between 5 and 12km for all three simulations.

Likewise, CAM5 Prenni and CAM5 Hoose simulations

have higher specific humidity and lower temperature from

2 to 5km than CAM5 Meyers, increasing an already high

bias in specific humidity in the Arctic. Results from an

intercomparison of six cloud-resolving models suggest

complex interplay between microphysics, radiation, and

dynamics (Morrison et al. 2011). It is possible that errors

with grid-scale or subgrid-scale microphysics such as the

WBF process, instantaneous rain freezing temperature,

diagnostic precipitation, microphysics/macrophysics cou-

pling, or cloud microphysics substepping frequency may

contribute to the biases. For example, CAM5 assumes that

liquid and ice layers within a cloud are well mixed, yet

observations suggest that the cloud top is mostly liquid

with ice precipitating downward (Shupe et al. 2008). The

WBF process is dependent upon local relative concentra-

tions of liquid and ice nuclei, and the lack of subgrid cloud

variability in the model may unrealistically increase con-

version of cloud liquid to cloud ice.

Overall, results suggest improvements to surface cli-

mate using the CAM5 Prenni and CAM5 Hoose mixed-

phase ice nucleation schemes. The CAM5 Hoose

scheme is particularly useful as it provides a more

physically realistic representation of mixed-phase cloud

nucleation processes. Our results suggest that CAM5

Arctic climate could still be improved with model im-

provements that increase cloud amount and LWP while

decreasing atmospheric water vapor, snow cover, and

snow albedo. Model improvements to accomplish this

may include improvements to precipitation processes,

microphysics/macrophysics coupling, subgrid-scale pro-

cesses including the WBF process, and changes to

transport of moist static energy from lower latitudes.

The next version of CAM5 cloud microphysics will in-

clude many new and improved processes including

several of those recommended here.
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