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Abstract The effective radiative forcings (including rapid adjustments) and feedbacks associated with an
instantaneous quadrupling of the preindustrial CO2 concentration and a counterbalancing reduction of the
solar constant are investigated in the context of the Geoengineering Model Intercomparison Project (GeoMIP).
The forcing and feedback parameters of the net energy flux, as well as its different components at the
top-of-atmosphere (TOA) and surface, were examined in 10 Earth System Models to better understand
the impact of solar radiation management on the energy budget. In spite of their very different nature,
the feedback parameter and its components at the TOA and surface are almost identical for the two
forcing mechanisms, not only in the global mean but also in their geographical distributions. This conclusion
holds for each of the individual models despite intermodel differences in how feedbacks affect the energy
budget. This indicates that the climate sensitivity parameter is independent of the forcing (when measured as
an effective radiative forcing). We also show the existence of a large contribution of the cloudy-sky component
to the shortwave effective radiative forcing at the TOA suggesting rapid cloud adjustments to a change in solar
irradiance. In addition, the models present significant diversity in the spatial distribution of the shortwave
feedback parameter in cloudy regions, indicating persistent uncertainties in cloud feedback mechanisms.

1. Introduction

A new paradigm has emerged that distinguishes more distinctively between radiative forcing (defined as an
instantaneous change in the radiative budget), rapid adjustments (which modify the radiative budget
through fast atmospheric and surface changes), and feedbacks (which are mediated by a change in the
surface temperature) [Shine et al., 2003; Gregory et al., 2004]. The combination of the radiative changes from
the forcing and rapid adjustment terms, also called effective radiative forcing (ERF), is a better predictor of
climate change than radiative forcing (RF) itself. It reduces the need to introduce a climate efficacy when
predicting global surface temperature change from knowledge of the global mean forcing [Hansen et al.,
2005]. In addition, it removes the need to explicitly calculate stratospheric adjustment and has the added
benefit that the forcing due to aerosol-cloud interactions (i.e., all aerosol-cloud indirect effects) may be
readily incorporated in the new framework [Gregory and Webb, 2008; Andrews et al., 2012a; S. Sherwood et al.,
Adjustments to the forcing-feedback framework for understanding climate change, submitted to Bulletin of
the American Meteorological Society, 2014].

The ERF—or adjusted forcing as it is called by Forster et al. [2013]—can be estimated by using either a fixed
sea surface temperature (SST) experiment [Hansen et al., 2005] or a linear regression technique in a coupled
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ocean-atmosphere model [Gregory et al., 2004]. The former technique involves running an atmospheric
model without coupling to an ocean model and using prescribed (e.g., climatological) SSTs and sea ice. This
setup prevents most of the climate feedbacks from occurring because the ocean is not allowed to evolve.
The latter technique involves a regression of the net radiative imbalance at the top of the atmosphere
(TOA) onto the global mean surface temperature change ΔT in a coupled ocean-atmosphere model
simulation where the forcing has been prescribed as an instantaneous step change. The regression method
will be used in the present study given the design of the different experiments considered, as outlined
below. This technique has been widely used in, for example, Stowasser et al. [2006], Gregory and Webb
[2008], Lambert and Faull [2007], Andrews et al. [2009], Andrews [2009], Bala et al. [2010], and Webb et al.
[2013]. For instance, Gregory and Webb [2008] have examined the ERF and climate feedback parameter in
response to an increase in CO2 concentration in several climate simulations conducted as part of the third phase
of the Coupled Model Intercomparison Project (CMIP3). Andrews et al. [2009] used the method to analyze the
surface energy budget with simulations from the CMIP3 data set. Webb et al. [2013] diagnosed the CO2 forcing
and climate feedback of two ensembles of climate simulations and examined the origin of the intermodel
differences in these variables. Clouds have been highlighted as a large, if not the largest, source of uncertainty
when it comes to estimating adjustments and feedback response to the CO2 forcing [e.g., Bony et al., 2006;Webb
et al., 2006, 2013; Randall et al., 2007; Zelinka et al., 2013].

The Geoengineering Model Intercomparison Project (GeoMIP) consists of four idealized experiments,
labeled G1 to G4, with the aim to increase the planetary albedo sufficiently to offset the radiative forcing
of anthropogenic greenhouse gases and therefore offset global temperature change [Kravitz et al., 2011].
In the G1 experiment, the radiative forcing from an instantaneous quadrupling of the preindustrial
CO2 concentrations is balanced by a reduction of the solar constant so that there is no change in the
TOA net radiative budget relative to a control experiment during the first 10 years of the simulation. The
G1 experiment, along with the abrupt4xCO2 and piControl experiments of CMIP5 [Taylor et al., 2012],
offers a unique opportunity to investigate the ERF and climate feedback in response to two very
different climate forcing mechanisms in an ensemble of state-of-the-art Earth System Models (ESMs).

The work of Gregory and Webb [2008] and Andrews et al. [2009] on the analysis of the energy budget at the
TOA and the surface, respectively, for CO2 forcing with CMIP3 simulations is extended here to the analysis of
the energy budget from solar forcing of 10 models from the GeoMIP. Previous studies within the GeoMIP
using the energy perspective to investigate the effect of solar geoengineering have either centered their
analysis at the net fluxes at the TOA [Schmidt et al., 2012; Kravitz et al., 2013a] or focused on the impact on the
hydrological cycle [Kravitz et al., 2013b; Tilmes et al., 2013]. Here we examine the different components of the
energy budget, both at the TOA and the surface, to better understand the impact of solar and greenhouse
gas forcings on these components in the context of geoengineering and further investigate the role of clouds
in adjustments and feedbacks associated with these two forcing mechanisms.

We present the methods used in section 2 and the results in section 3. The conclusions of this work are
presented in section 4.

2. Analysis Method

Results from 10 different ESMs are used in this study to examine the response of the TOA and surface energy
budget to the radiative forcings corresponding to a quadrupling of the CO2 concentration and to an
equivalent reduction in the solar constant. We consider three experiments, two from the CMIP5 protocol
[Taylor et al., 2012] and one from the GeoMIP protocol [Kravitz et al., 2011]. The CMIP5 experiments are
piControl, a control experiment corresponding to preindustrial conditions, and abrupt4xCO2, in which the
preindustrial CO2 atmospheric concentration is instantaneously quadrupled. The GeoMIP experiment
considered here is known as G1 and features an instantaneous quadrupling in CO2 concentration balanced
by a decrease in solar constant [Kravitz et al., 2011]. The G1 experiments were initiated from a preindustrial
control run after equilibriumwas reached andwere run for 50 years whereas abrupt4xCO2 simulations were run
for 150 years but only the first 50 years are considered in this study. The reduction of the solar constant in G1,
which emulates more complex methods of solar radiation management, is such that the globally averaged
TOA difference between G1 and piControl for the first 10 years is within ±0.1Wm�2 [Kravitz et al., 2013a].
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The required amount of the solar radiation reduction varies from model to model [Schmidt et al., 2012;
Kravitz et al., 2013a, 2013b].

The 10 models providing energy fluxes at the surface and the TOA are listed in the first column of Table 1. In
addition to these 10 models, the median model (hereafter GeoMIP median) was calculated by computing the
median from all the models at every grid point and for each year. This is done at the resolution of 1° × 1°
latitude-longitude to which all models are first interpolated.

To analyze the radiative forcing and the climate feedback of each model, we apply the regression method
presented in Gregory et al. [2004] and Gregory and Webb [2008]. The change in net flux into the climate
system (N) corresponds to the difference between the radiative forcing (F) applied to the system and the
subsequent radiative response (H) at the top of the atmosphere. To the first order, this radiative response is
proportional to the change in globally averaged surface air temperature (ΔT) with the proportionality
constant being the climate feedback parameter (α), which is the inverse of the climate sensitivity parameter.
The net radiation flux N can therefore be expressed as N= F� αΔT [Gregory et al., 2004]. The method consists
of regressing the variations in global annual mean net radiative flux against changes in global annual mean
ΔT for the 50 years of the run. The intercept of this regression line with the y axis corresponds to the ERF, while
the intercept with the x axis provides an estimate of ΔT when radiative equilibrium is reached. The slope of
the regression line is the climate feedback parameter (α) as mentioned above. We follow Gregory and Webb
[2008] and Andrews et al. [2009] and apply the method not only to the net TOA flux but also to individual
components (Ni) of the energy budget at the TOA and surface in order evaluate the climate response to
forcing mechanisms.

In the following sections, ERF refers to the forcing estimate obtained by the regression technique for the net
radiation at the TOA. The ERF can be decomposed into its shortwave (SW) and longwave (LW) components.
We call effective radiative forcing at the surface (ERFS) the corresponding forcing estimates at the surface.
Finally, the concept is extended to include the nonradiative components of the surface energy budget and
we correspondingly define an effective latent heat forcing (LHF) and an effective sensible heat forcing (SHF).
Throughout the text, we define the feedback parameter to be�α because it suits the physical interpretation
[Gregory and Webb, 2008], with a negative feedback parameter representing a negative (i.e., stabilizing)
climate feedback. As for the forcing, the concept of climate feedback parameter is extended here to all
components of the energy budget at the TOA and surface. Finally, we also explore the spatial distribution of the
effective forcing and climate feedback parameter terms by regressing Ni against the globally averaged ΔT on a
grid box by grid box basis as done by Doutriaux-Boucher et al. [2009].

There are two possible approaches to examine the impact of geoengineering. On the one hand, contrasting
G1 to the control experiment piControl allows us to assess the differences between geoengineered and
preindustrial conditions, which assesses the efficacy of the geoengineering method. On the other hand,

Table 1. Net, Shortwave (SW), and Longwave (LW) Effective Radiative Forcing (W m�2) at the TOAa

Net TOA Net SW Net LW SW-ClearSky SW-CloudySky LW-ClearSky LW-CloudySky

Model 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar

BNU-ESM 7.3 7.2 1.1 8.8 6.1 �1.6 0.5 11.4 0.6 �2.6 7.6 �1.4 �1.5 �0.2
CanESM2 8.0 8.0 1.8 9.6 6.2 �1.6 0.2 11.6 1.6 �1.9 7.7 �1.2 �1.5 �0.4
CESM-CAM5 4.2 4.9 0.4 10.5 3.8 �5.6 �0.1 13.7 0.6 �3.2 8.5 �1.3 �4.7 �4.3
CCSM4 6.2 5.7 1.2 9.0 4.9 �3.3 0.2 11.9 1.0 �2.9 8.0 �1.1 �3.1 �2.2
GISS-E2�R 7.8 9.2 0.2 10.5 7.6 �1.3 0.7 13.1 �0.5 �2.6 8.2 �1.0 �0.7 �0.3
HadGEM2-ES 6.4 6.8 0.7 8.8 5.7 �2.0 0.6 11.9 0.1 �3.1 7.0 �1.8 �1.3 �0.2
IPSL-CM5A-LR 6.2 6.4 3.3 9.7 2.9 �3.3 0.5 10.2 2.8 �0.5 6.4 �1.6 �3.5 �1.7
MIROC-ESM 8.7 8.7 2.1 10.8 6.5 �2.1 0.1 14.5 2.1 �3.7 8.0 �1.9 �1.5 �0.2
MPI-ESM-LR 8.6 8.8 2.4 11.0 6.2 �2.1 �0.4 13.3 2.9 �2.4 8.0 �1.7 �1.9 �0.4
NorESM1-M 6.8 7.2 1.0 8.9 5.7 �1.7 �0.2 11.6 1.3 �2.7 7.3 �1.2 �1.5 �0.4
GEOMIP_MEDIAN 6.7 7.1 1.1 9.5 5.6 �2.6 0.1 12.3 1.2 �2.6 7.8 �1.3 �2.2 �1.1
Min 4.2 4.9 0.2 8.8 2.9 �5.6 �0.4 10.2 �0.5 �3.7 6.4 �1.9 �4.7 �4.3
Max 8.7 9.2 3.3 11.0 7.6 �1.3 0.7 14.5 2.9 �0.5 8.5 �1.0 �1.3 2.3

aFor the net flux and each one of its components, the left columns with the heading 4xCO2 show the difference between experiments abrupt4xCO2 and
piControl, while the right columns with the heading Solar show the difference between experiments abrupt4xCO2 and G1.
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contrasting the G1 experiment to abrupt4xCO2 allows us to examine the response of the climate system to
solar dimming. The former approach was chosen in most studies that use GeoMIP results [Schmidt et al., 2012;
Kravitz et al., 2013b; Tilmes et al., 2013] while we choose the latter approach here to better contrast the
physical mechanisms involved with the two types of forcings.

To separate the impact of solar radiation management from the impact of an increase in CO2 concentration,
we compute the differences abrupt4xCO2�G1 and abrupt4xCO2�piControl. Looking at the differences
between abrupt4xCO2 and G1 has advantages and disadvantages. Neither of the two experiments is at
equilibrium, andwe assume here that the climate system is linear enough for the difference to be representative
of the climate response to the solar forcing. Computing abrupt4xCO2�G1 instead of G1� abrupt4xCO2 allows
a more direct comparison to abrupt4xCO2�piControl and facilitates the interpretation of the figures, as both
differences correspond to a warming. However, it should be kept in mind that with abrupt4xCO2�G1 we are
looking at a 4xCO2 experiment and a reduction in the solar constant, but relative to a warm climate, and with the
sign reversed. We highlight that no simulations where the solar irradiance has been increased or decreased
alone have been conducted in the GeoMIP. Furthermore, previous studies have shown that the climate feedback
is climate state dependent, suggesting that results from an actual increase of solar irradiance would not
necessarily coincide with the ones from this study [Meehl et al., 2003; Schaller et al., 2013; Caballero and Huber,
2013]. However, at first order, we expect the results presented below to be similar to those from actual solar
simulations. In addition, since part of the focus of this work is on geoengineering, it makes sense to look at the
climate response to a decrease in the solar constant relative to a warming climate, rather than relative to a
preindustrial climate.

We will refer hereafter to the difference abrupt4xCO2�piControl as the 4xCO2 case and to the difference
abrupt4xCO2�G1 as the Solar case. We define all fluxes as positive in the downward direction even in the
case of nonradiative fluxes (latent and sensible heat). It should be noted that this is opposite to the usual
convention for the latent heat and sensible heat fluxes. We consider the global annual means of the 50 year
simulated period and focus the analysis on the forcing and climate feedback of the GeoMIP median model.
We follow a similar convention to Kravitz et al. [2013b] and present the results as median (min to max), where
median is the value of the GeoMIP median model, while min and max correspond to the minimum and
maximum values of the 10 models, respectively. We choose to use the median instead of the mean to reduce
the weight of outliers [Tilmes et al., 2013].

3. Results

We start by analyzing the energy balance at the TOA (section 3.1) followed by the analysis at the surface
(section 3.2). In each case, the results corresponding to all-sky, clear-sky, and cloudy-sky conditions will be
analyzed. Cloudy-sky conditions are computed as the difference between all-sky and clear-sky conditions and
are therefore indicative of the impact of clouds on the clear-sky energy fluxes.

3.1. Top of the Atmosphere Energy Fluxes

The net radiative flux at the TOA is the result of the balance between the net SW radiation and the upwelling
LW radiation and indicates if the climate system is gaining or losing heat. Both components, as well as their
clear- and cloudy-sky components, will be analyzed below. Results concerning the individual models for
specific variables are provided in the supporting information.

In the 4xCO2 case, the net ERF of the GeoMIP median for all-sky conditions is 6.7 (4.2 to 8.7) W m�2 (Table 1).
This net forcing is dominated by LW clear-sky conditions, as expected for the CO2 forcing (Figure 1). In
contrast, the SW clear-sky ERF is not much different from zero, indicating that clear-sky rapid adjustments do
not play a big role in the SW. The cloudy contribution to the ERF, however, is different from zero for both SW
and LW. The nonzero SW ERF associated with cloudy conditions points to the rapid adjustments of clouds in
response to the increase of CO2 in the atmosphere, as already outlined in previous studies [Gregory andWebb,
2008; Colman and McAvaney, 2011; Wyant et al., 2012; Kamae and Watanabe, 2012, 2013]. The altered
radiative heating produces rapid local changes in the vertical temperature profile of the atmosphere, thus
impacting its stability, vertical mixing, andmoisture profiles. Most of themodels included in this work present
the same features as described above, i.e., a LW clear-sky component dominating the ERF, a close-to-zero
SW clear-sky component, and significant SW and LW cloudy components to the ERF (Figures S1 and S2).
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The exceptions to the above are the Beijing Normal University (BNU)-ESM, GISS-E2-R, and HadGEM2-ES
models, which present a non-negligible SW clear-sky component to the ERF and a cloudy-sky component
of smaller or comparable magnitude to the clear-sky one. In contrast to these three models, the
IPSL-CM5A-LR and MPI-ESM-LR models have a large cloudy-sky component, which is in agreement with
the general features described above.

In the Solar case, the net ERF of the GeoMIP median for all-sky conditions is 7.1 (4.9 to 9.2) W m�2 which
is fairly similar to the 6.7 (4.2 to 8.7) W m�2 found for the 4xCO2 case (Table 1). A previous study by Schmidt
et al. [2012] showed much larger RF for Solar than for 4xCO2, suggesting significant differences in rapid
adjustments between the two forcing mechanisms. The net ERF in Solar is dominated, as expected, by
the SW clear-sky component. The net SW component is 9.5 (8.8 to 11.0) W m�2 and the net LW component
�2.6 (�5.6 to�1.3) W m�2. The negative LW ERF component is associated with rapid adjustments, therefore
amounts to nearly 40% of the net (but with opposite sign), and has contributions from both clear and cloudy
conditions (Figure 1), with a slightly larger share from the former. This represents a rapid adjustment that
mitigates the RF that operates in the SW. The cloudy-sky SW contribution represents nearly 30% of the net
SW ERF. Most of the models present cloudy-sky ERF of comparable magnitude (�3.7 to�1.9Wm�2), except for
the IPSL-CM5A-LR model, which has a lower value of �0.5Wm�2. The same general features, with varying
magnitudes, are observed in most of the models (Figure S1). The existence of a cloudy-sky forcing (or cloud
radiative effect, CRE, forcing) in both the SW and LW suggests a rapid adjustment to solar forcing involving
changes in clouds. We note, however, that the cloudy-sky forcing might be affected by “cloud masking”
(i.e., the cloudy-sky component is calculated as the difference between all-sky and clear-sky and may reflect
changes in clear-sky conditions). Zelinka et al. [2013] showed that in the LW, the CRE is almost entirely due to a
cloudmasking effect rather than actual rapid cloud adjustments. In the SW, a sensitivity analysis in the Solar case
estimating the contributions of the different components to the CRE in the GeoMIP median (not shown)
revealed that changes in the SW CRE are mostly determined by changes in the solar irradiance (~60%), but a
significant fraction is determined by changes in cloud cover and cloud albedo. Although the latter supports
a rapid cloud adjustment in the SW for an increase in solar radiation, more sophisticated techniques would
need to be conducted to properly estimate its significance, such as cloud radiative kernels [Zelinka et al., 2013].
This is, however, beyond the scope of this study.

The spatial distribution of the ERF is analyzed by regressing in each model grid box the radiative fluxes at the
TOA against the globally averaged ΔT. Statistical significance of the results was checked by applying an
unpaired two-tailed Student’s t test at the 5% significance level. The spatial distribution of the net (SW plus LW)
ERF at the TOA from the GeoMIP median model presents positive values almost everywhere in both the 4xCO2

and Solar cases (Figure 2). There are a few small regions of statistically significant negative forcing that are
probably related to cloud adjustments. They occur in cloudy regions of the eastern central Pacific and in high
latitudes of the Northern Hemisphere for 4xCO2 and are mostly limited to high latitudes in the Northern
Hemisphere for Solar. The net ERF is more meridionally homogeneous for 4xCO2 than for Solar, as the latter

Figure 1. Change in the global-mean net radiative fluxes at the TOA as a function of the global-mean change in surface temperature between experiments
abrupt4xCO2 and piControl (4xCO2, black) and between abrupt4xCO2 and G1 (Solar, red) for the GeoMIP median model. The change in net (solid lines, asterisks),
shortwave (dashed lines, triangles) and longwave (dotted lines, squares) all-sky radiative fluxes are shown as well as the shortwave and longwave clear-sky (dashed
lines, triangles) and cloud-sky (dashed dotted lines, asterisks) fluxes. Symbols correspond to individual annual means over the 50 years of the simulations. Lines are
best fits to each set of points using the least squares method.
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forcing follows the latitudinal distribution of insolation. Interestingly, the SW component of the ERF in 4xCO2

and the LW component of the ERF in Solar, which correspond largely to rapid adjustments, show some
similarities in their pattern but with opposite sign in the Northern Hemisphere and up to midlatitudes in the
Southern Hemisphere.

A negative feedback, as required for a stable system, is evident in all models for the net flux at the TOA for all-sky
case (Figures 1 and S1). The GeoMIPmedian climate feedback for the Solar case is�1.1 (�2.1 to�0.8) Wm�2 K�1

(Table 2). The regression lines associated with the net flux, as well as with the individual components are, in
general, parallel between the 4xCO2 and Solar cases indicating that the climate feedback is independent of the
forcing agent, which is in agreement with previous studies [e.g., Bala et al., 2010]. In both parts of the spectrum,
the feedback is dominated by the clear-sky contribution, while clouds have a smaller additional impact on
how climate reacts to the increase of CO2 and/or increase in solar irradiance (Table 2). The SW clear-sky
component presents a positive feedback that arises because of a reduction in surface albedo due to the loss of
sea ice and snow cover with increasing surface temperature, as well as increased absorption by increasing
water vapor [Andrews et al., 2012a]. This positive feedback is compensated by a LW negative (stabilizing)

Figure 2. Spatial distribution of the (first row) effective net, (second row) shortwave, and (third row) longwave radiative
forcing at the TOA associated with the abrupt4xCO2�piControl (4xCO2) and abrupt4xCO2�G1 (Solar) differences for the
GeoMIP median model. The white regions correspond to pixels where the difference is not statistically different from zero at
the 5% level.
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feedback parameter resulting from the combination of the blackbody, water vapor, and lapse-rate
feedbacks [e.g., Soden and Held, 2006; Gregory and Webb, 2008]. Differences between clear- and cloudy-sky
contributions are larger in the LW than in the SW. Moreover, there is compensation between the cloudy
contributions in the SW and LW. We note that the models CESM-CAM5, IPSL-CM5A-LR, and HadGEM2-ES
have a SW cloudy-sky feedback (or CRE feedback) parameter of opposite sign to the other GeoMIP models.
Although the reasons for this have not been explored, it reflects the large diversity among models in terms
of cloud feedbacks. Furthermore, the HadGEM2-ES is the only model to present an important difference in
the SW clear-sky feedback between the 4xCO2 and the Solar cases, with the former being larger than the
latter (Table 2).

Andrews et al. [2012b] found that for increases in solar constant, a vegetation-dust feedback occurred not
present when the model is forced with a quadrupling of CO2. In the solar forcing, an increase of bare soil
fraction in desert regions was observed resulting in additional dust in the atmosphere enhancing the
reflection of SW radiation and reducing thereby the feedback parameter. This suggests that solar forcing
cannot offset any feedbacks that are associated to CO2 physiological/fertilization effects in Earth system
models. However, the above mentioned vegetation-dust feedback does not seem to be included or play a
significant role in the remaining GeoMIP models given the similarities between the feedback parameters of
the 4xCO2 and the Solar cases.

The spatial distribution of climate feedbacks was analyzed in the same way as for the forcing terms, i.e.,
each component Ni at the TOA and surface was regressed against the globally averaged ΔT at each model
grid box. As before, statistical significance of the results was checked by applying a Student’s t test at the
5% significance level. Despite the difference in the spatial distribution of the forcing between the 4xCO2

and the Solar cases (Figure 2), the SW and LW components of the climate feedback parameter present very
similar, quasi-identical features for both forcing mechanisms (Figure 3). In the SW, negative feedbacks are
mainly observed in cloudy regions over the oceans; whereas in the LW, the feedback is mostly negative
everywhere, except in regions that becomemore moist and cloudier of the equatorial Pacific. The similarity
in slope that was evident from Figure 1 therefore applies spatially. This holds even for the individual
GeoMIP models used in the computation of the median model (Figures S3 and S4). There is indeed far more
similarity between the climate feedback parameters for the two forcing mechanisms for a given model
than between two different models for the same forcing mechanism. However, to first order, all models
present the same main features as the GeoMIP median model (except for GISS-E2-R in the SW). The
agreement in the spatial distribution of the feedback parameter between models is closer in the LW than in
the SW case. For the latter, the regions with larger disagreement among models are in the Southern Ocean,
the North Atlantic, and the equatorial Pacific. The disagreement in these cloudy regions highlights the
diversity in how clouds respond to climate change in the different ESMs and point out the need to further
understand cloud feedbacks, in particular, in the above mentioned regions.

Table 2. Same as Table 1 but for Climate Feedback Parameter (�α) (Wm�2 K�) and Its Componentsa

Net TOA Net SW Net LW SW-ClearSky SW-CloudySky LW-ClearSky LW-CloudySky

Model 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar

BNU-ESM �0.7 �0.9 0.5 0.5 �1.2 �1.3 0.8 0.7 �0.3 �0.2 �1.3 �1.4 0.1 0.1
CanESM2 �1.0 �1.0 0.2 0.2 �1.2 �1.3 0.5 0.5 �0.3 �0.3 �1.6 �1.6 0.4 0.4
CESM-CAM5 �0.9 �1.0 0.6 0.6 �1.5 �1.6 0.6 0.5 0.1 0.1 �1.4 �1.4 �0.1 �0.2
CCSM4 �1.2 �1.3 0.3 0.4 �1.6 �1.6 0.7 0.7 �0.3 �0.4 �1.6 �1.6 0.0 0.0
GISS-E2-R �1.8 �2.1 �0.3 �0.4 �1.5 �1.6 0.4 0.4 �0.6 �0.8 �1.6 �1.8 0.2 0.2
HadGEM2-ES �0.6 �0.8 0.6 0.4 �1.2 �1.2 0.5 0.2 0.1 0.2 �1.3 �1.3 0.1 0.1
IPSL-CM5A-LR �0.7 �0.8 1.0 0.9 �1.7 �1.7 0.5 0.4 0.5 0.4 �1.8 �1.8 0.1 0.1
MIROC-ESM �0.8 �0.9 0.6 0.5 �1.4 �1.4 0.8 0.8 �0.2 �0.3 �1.5 �1.6 0.1 0.1
MPI-ESM-LR �1.1 �1.2 0.3 0.3 �1.4 �1.5 0.6 0.5 �0.3 �0.2 �1.5 �1.6 0.1 0.1
NorESM1-M �1.1 �1.2 0.4 0.3 �1.5 �1.6 0.6 0.6 �0.2 �0.3 �1.5 �1.5 0.0 0.0
GEOMIP_MEDIAN �1.0 �1.1 0.5 0.5 �1.4 �1.5 0.6 0.6 �0.2 �0.2 �1.5 �1.6 0.2 0.1
Min �1.8 �2.1 �0.3 �0.4 �1.7 �1.7 0.4 0.2 �0.6 �0.8 �1.8 �1.8 �0.1 �0.2
Max �0.6 �0.8 1.0 0.9 �1.2 �1.2 0.8 0.8 0.5 0.4 �1.3 �1.3 0.4 0.4

aThe feedback parameter is defined as the negative of α to facilitate the physical interpretation (see section 2).
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3.2. Surface Energy Fluxes

We now turn our analysis to surface fluxes. The increase in CO2 in 4xCO2 and solar irradiance in Solar produce,
as expected, a positive ERF at the surface (Figures 4 and S5). However, the ERFS is much smaller in 4xCO2 at
2.9 (1.7 to 4.5) W m�2 than in Solar at 7.0 (6.2 to 8.4) W m�2 (Table 3). The ERFS is dominated by the LW
component in 4xCO2 with a value of 2.3 (1.6 to 2.7) W m�2 and the SW component in Solar with a value of
5.9 (5.3 to 7.2) W m�2. Both the LW component of the ERFS in 4xCO2 and the SW component of the ERFS in
Solar are dominated by their clear-sky contributions. Interestingly, although the magnitudes are different, the
patterns of the LW component of the ERFS bear some similarity between 4xCO2 and Solar, which is not the
case for the SW component (Figure 5). This suggests that the LW component of the ERFS contains some rapid
adjustments that are common to the two forcing mechanisms. A possible adjustment common to both
forcings, and thus explaining the similarities in the spatial pattern, could be the rapid land warming. This will
result in an increase of the outgoing LW radiation explaining the regions with negative LW ERFS.

Figure 4. Net energy (solid lines, asterisks) and net radiative (dashed lines, triangles) fluxes at the surface, shortwave (dotted lines, asterisks) and longwave (dashed
lines, triangles) radiative fluxes at the surface, and nonradiative fluxes of latent heat (dotted lines, asterisks) and sensible heat (dashed lines, triangles) for both the
abrupt4xCO2�piControl (4xCO2, black) and abrupt4xCO2�G1 (Solar, red) differences.

Figure 3. Climate feedback parameter (Wm-2K�1) for TOA shortwave and longwave radiation for the abrupt4xCO2�piControl
(4xCO2) and abrupt4xCO2�G1 (Solar) differences.
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The large difference in ERFS between the two mechanisms is largely compensated by opposing changes in
nonradiative surface forcing terms. The atmosphere has a relatively small heat capacity so that all imbalances
between the ERF at the TOA and at the surface need to be compensated by the nonradiative surface forcing
terms to maintain tropospheric heat balance. The magnitudes and patterns of the LHF are very different
between the two forcing mechanisms. As precipitation has to balance evaporation at the surface, this results
in a rapid adjustment of the hydrological cycle that is different for the two forcing mechanisms. The large
positive LHF (i.e., a reduction in evaporation) in the 4xCO2 case is observed throughout most of the globe
(Figure 5). Yet regions with statistically significant negative LHF exist over bright surfaces such as ice-covered
areas and desert regions and over the North Atlantic and Southern Ocean. There is a much smaller positive
LHF in the Solar case. This initial stronger decrease in precipitation in the 4xCO2 case is consistent with results
presented in previous works [e.g. Andrews et al., 2009; Bala et al., 2010; Schaller et al., 2013; Kravitz et al.,
2013a]. This decrease in precipitation for an increase of CO2 concentration has become increasingly well
understood and explains the decrease in precipitation in experiments where solar radiation management
balances CO2 radiative forcing [Andrews et al., 2009; Cao et al., 2011;O’Gorman et al., 2012; Schmidt et al., 2012;
Tilmes et al., 2013; Kravitz et al., 2013b; Schaller et al., 2013]. These works show that under a 4xCO2 atmosphere,
the climate responds by initially reducing the precipitation and then as surface temperature changes, the
precipitation is increased with respect to preindustrial conditions. For a reduction in solar irradiance, the
precipitation rates are reduced on a global scale compared to an atmosphere with 4xCO2. In agreement with
Tilmes et al. [2013], the magnitude and patterns of the SHF are fairly similar in the 4xCO2 and Solar cases,
suggesting again that the rapid adjustments are similar in the two experiments (Table 3 and Figure 5).
The spatial distribution of the SHF shows mostly negative values over continents and positive values over
the middle- and high-latitude oceans.

We now turn the analysis to the feedback parameters for the surface energy budget terms. For all terms of
the surface energy budget, the regression lines for 4xCO2 and Solar are almost parallel and consequently
their climate feedback parameters are equivalent. The feedback parameter for the LW flux is positive, i.e., it
varies with the same sign as the globally averaged surface temperature, whereas for the SW flux, it is negative
for most models (Figure 4 and Table 4). The positive feedback parameter in the LW is due to the warming and
moistening of the atmosphere as the climate warms up in response to the forcing, thereby increasing the
LW downward flux more than the LW upward flux at the surface [Andrews et al., 2009]. Although all models
agree on the sign of the LW feedback parameter at the surface, there is some diversity for that associated
to the SW flux at the surface (Table 4 and Figure S5). The positive feedback parameter associated with the
net radiative flux at the surface is opposed by a negative feedback parameter for the latent heat flux (i.e.,
evaporation increases with surface temperature). Finally, the small slope of the SH flux indicates a corresponding
small feedback in that component.

Table 3. Same as Table 1 but for the Effective Surface Forcing (Wm�2) and the Effective Radiative Forcing at the Surface as Well as Its Components (Wm�2) for the
4xCO2 and the Solar Casesa

Net Net Rad LW SW LH SH

Model 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar

BNU-ESM 7.2 6.7 3.3 6.2 2.7 0.7 0.6 5.5 3.4 0.7 0.4 �0.2
CanESM2 7.6 7.6 2.5 6.9 1.7 0.9 0.8 5.9 4.6 0.5 0.5 0.2
CESM-CAM5 7.5 7.9 2.4 7.2 2.1 1.1 0.3 6.1 6.0 0.7 �0.9 0.0
CCSM4 7.9 7.0 3.3 6.8 1.8 1.4 1.5 5.4 5.1 0.1 �0.5 0.1
GISS-E2-R 9.2 9.4 2.3 7.9 2.2 0.6 0.0 7.2 6.0 1.1 1.0 0.5
HadGEM2-ES 6.0 6.4 2.1 6.9 2.3 1.6 �0.3 5.3 4.4 �0.2 �0.4 �0.3
IPSL-CM5A-LR 6.0 6.1 1.7 7.0 1.6 0.0 0.0 7.0 4.7 �0.6 �0.4 �0.3
MIROC-ESM 8.2 8.2 4.3 7.7 2.3 1.4 2.0 6.3 2.8 0.3 1.1 0.2
MPI-ESM-LR 8.0 8.2 4.5 8.4 2.5 1.7 2.0 6.7 3.4 �0.3 0.1 0.1
NorESM1-M 6.6 6.7 3.1 6.5 2.0 1.2 1.1 5.3 4.3 0.3 �0.8 �0.1
GEOMIP_MEDIAN 7.1 7.3 2.9 7.0 2.3 1.2 0.6 5.9 4.6 0.5 �0.3 �0.1
Min 6.0 6.1 1.7 6.2 1.6 0.0 �0.3 5.3 2.8 �0.6 �0.9 �0.3
Max 9.2 9.4 4.5 8.4 2.7 1.7 2.0 7.2 6.0 1.1 1.1 0.5

aEffective forcing associated to latent heat (LH) and sensible heat (SH) fluxes are also presented.
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Although the forcings differ in mechanism and spatial distributions, the patterns of the two climate feedback
parameters for the surface energy terms are quasi-identical for the 4xCO2 and Solar cases in the GeoMIP
median model (Figure 6). The similarity in climate feedback parameters, not only in terms of global averages
but also in their spatial distribution, is remarkable. This similarity is also observed in each one of the individual

Figure 5. Spatial distribution of (first row) net shortwave, (second row) net longwave, (third row) latent heat, and (fourth row) sen-
sible heat effective surface forcing (W m�2) for the abrupt4xCO2�piControl (4xCO2) and abrupt4xCO2�G1 (Solar) differences.
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Figure 6. Spatial distribution of net (first row) shortwave, (second row) longwave, (third row) latent heat, and (fourth row)
sensible heat components of the climate feedback parameter at the surface for the abrupt4xCO2�piControl (4xCO2) and
abrupt4xCO2�G1 (Solar) differences.
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GeoMIP models used in the computation of the median model (Figures S7–S10) and points to a fundamental
feature of the climate response.

4. Conclusions

Greenhouse gas forcing acts to trap heat in the atmosphere over the entire globe by day and by night
with little meridional or seasonal variations, whereas the solar forcing acts only during the day and with a
stronger meridional and seasonal dependence. While changes in CO2 concentration perturb mainly the
LW radiation, changes in the solar irradiance act mainly on the SW.

An energetic perspective was used to investigate the rapid adjustments and feedbacks to solar and greenhouse
gas forcing in 10 ESMs from the GeoMIP. Previous studies using the energy perspective to analyze the impact
of solar forcing have focused on the net fluxes at the TOA and/or on the impact on the hydrological cycle.
Here the different components of the energy budget, both at the TOA and the surface, were examined to better
understand the impact of solar forcing in the context of idealized solar radiation management.

At the TOA, the ERF in Solar is dominated, as expected, by the SW clear-sky component, which is slightly
compensated by a negative LW component, in particular, in the clear-sky. A cloudy-sky SW contribution of
nearly 30% to the net SW ERF suggests a tropospheric adjustment in the cloud component to an increase in
solar irradiance. In addition, model diversity in the spatial distribution of the SW feedback parameter in cloudy
regions points to the uncertainty in the SW of how clouds feedback onto climate. Further understanding of
cloud processes and how they impact climate, in particular, in the above mentioned regions, is therefore
needed. However, all models agree in attributing a larger feedback to the clear-sky contributions for both
forcings and in both parts of the spectrum. The largest contribution at the TOA in Solar in terms of feedbacks is
from the SW and LW clear-sky components, which differ in sign: While the increase in solar irradiance induces a
positive feedback in the SW, this is counteracted by a negative feedback in the LW. In 4xCO2, however, the
largest contribution comes from the SW cloudy-sky component and the LW clear-sky one, with both feedback
parameters acting in the same direction.

The contributions to the ERF at the surface, namely the LW component in 4xCO2 and the SW one in Solar,
are dominated by their clear-sky conditions. The energy imbalance between the TOA and the surface is
compensated by a positive LHF (i.e., a reduction of evaporation) in 4xCO2 as well as in Solar but with largely
different magnitude and spatial distribution and only a small SHF. The LHF is much smaller in the Solar case to
compensate for a larger positive ERF at the surface. Similarities in the spatial pattern between both forcing
mechanisms in the LW and the SH fluxes suggest that the rapid adjustments have some similarities in the two
experiments. In addition, the SW feedback counteracts the amplifying feedback associated with the LW
component. The resulting net radiative feedback at the surface is positive and is opposed by a negative (i.e.,
stabilizing) feedback from the latent heat flux (i.e., evaporation increases with surface temperature) while
there is only a small feedback from the sensible heat flux.

Table 4. Same as Table 3 but for the Net Climate Feedback Parameter (Wm�2 K�1) and Its Components at the Surface

Net Net Rad LW SW LH SH

Model 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar 4xCO2 Solar

BNU-ESM �0.7 �0.8 0.8 0.8 0.8 0.8 0.0 �0.1 �1.7 �1.7 0.2 0.2
CanESM2 �0.9 �0.9 0.4 0.4 0.8 0.9 �0.5 �0.5 �1.6 �1.6 0.3 0.3
CESM�CAM5 �0.9 �0.9 0.8 0.7 0.8 0.8 0.0 �0.1 �1.9 �1.9 0.2 0.2
CCSM4 �1.2 �1.2 0.7 0.7 0.9 0.9 �0.2 �0.2 �1.9 �1.9 0.1 0.1
GISS-E2-R �2.4 �2.7 0.5 0.4 1.2 1.4 �0.8 �1.0 �2.5 �2.6 �0.4 �0.4
HadGEM2-ES �0.6 �0.8 0.6 0.4 0.7 0.7 �0.1 �0.3 �1.3 �1.3 0.1 0.2
IPSL-CM5A-LR �0.7 �0.8 1.3 1.2 0.9 1.0 0.4 0.2 �2.2 �2.2 0.2 0.2
MIROC-ESM �0.8 �0.8 0.7 0.7 0.9 0.9 �0.2 �0.3 �1.6 �1.6 0.1 0.1
MPI-ESM-LR �1.0 �1.0 0.5 0.5 0.9 0.9 �0.4 �0.4 �1.8 �1.8 0.3 0.2
NorESM1-M �1.0 �1.1 0.6 0.6 0.8 0.9 �0.2 �0.3 �1.9 �1.9 0.2 0.2
GEOMIP_MEDIAN �0.9 �1.0 0.7 0.6 0.8 0.9 �0.1 �0.2 �1.8 �1.9 0.2 0.2
Min �2.4 �2.7 0.4 0.4 0.7 0.7 �0.8 �1.0 �2.5 �2.6 �0.4 �0.4
Max �0.6 �0.8 1.3 1.2 1.2 1.4 0.4 0.2 �1.3 �1.3 0.3 0.3
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The regression lines of the different components of the energy balance at the TOA and the surface are nearly
parallel, indicating that feedback strengths remain constant regardless of the forcing mechanism acting on
the climate system. This confirms previous studies [e.g., Andrews et al., 2009; O’Gorman et al., 2012], which
have shown that the climate feedback was the same for different forcings in a global mean sense. Xie et al.
[2013] suggest that aerosols and greenhouse gases exhibit similar responses over ocean based on similar
regional patterns of ocean temperature and precipitation changes. Our results, however, reveal that the
spatial distribution, both over land and ocean, of the climate feedback parameter is almost identical between
the two forcing mechanisms analyzed in this work. This conclusion holds for each component of the energy
budget at both the TOA and the surface. This equivalence is also exhibited by each one of the models used in
the computation of the GeoMIP median model indicating that the climate feedback processes are largely
independent of the forcing mechanism. This key result justifies further work to examine the mechanisms
responsible for the quasi-identical spatial distribution of climate feedback parameters. In addition, it would
be of interest to investigate if the strong similarity in climate feedback parameters holds for more
heterogeneous forcing associated to more realistic scenarios of possible implementation of geoengineering
such as the GeoMIP experiment (G4) where aerosols are injected into the stratosphere at one point in the
equator at a specific constant annual rate starting in the year 2020 [Kravitz et al., 2011].
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