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Linear stability of the Stuart vortices in the presence of an axial flow is studied.
The local stability equations derived by Lifschitz & Hameiri (Phys. Fluids A, vol. 3
(11), 1991, pp. 2644–2651) are rewritten for a three-component (3C) two-dimensional
(2D) base flow represented by a 2D streamfunction and an axial velocity that is a
function of the streamfunction. We show that the local perturbations that describe
an eigenmode of the flow should have wavevectors that are periodic upon their
evolution around helical flow trajectories that are themselves periodic once projected
on a plane perpendicular to the axial direction. Integrating the amplitude equations
around periodic trajectories for wavevectors that are also periodic, it is found that
the elliptic and hyperbolic instabilities, which are present without the axial velocity,
disappear beyond a threshold value for the axial velocity strength. Furthermore, a
threshold axial velocity strength, above which a new centrifugal instability branch
is present, is identified. A heuristic criterion, which reduces to the Leibovich &
Stewartson criterion in the limit of an axisymmetric vortex, for centrifugal instability
in a non-axisymmetric vortex with an axial flow is then proposed. The new criterion,
upon comparison with the numerical solutions of the local stability equations, is
shown to describe the onset of centrifugal instability (and the corresponding growth
rate) very accurately.

Key words: vortex flows, vortex instability

1. Introduction
Stability analyses of vortical flows provide significant insights into understanding

various fluid phenomena (Saffman 1992). For example, the linear instability of
two-dimensional (2D) vortices often results in complex three-dimensional (3D) vortex
structures, found in abundance in turbulent flows (Saffman 1992; Kerswell 2002).
In this paper, we focus our study on 2D vortices with an axial flow, a situation

† Email address for correspondence: manims@ae.iitm.ac.in

mailto:manims@ae.iitm.ac.in


566 M. Mathur, S. Ortiz, T. Dubos and J.-M. Chomaz

prevalent in physical settings such as tornadoes, airplane leading-edge and trailing
vortices, swirling flow in combustion and vortex streets with an axial flow.

Motivated by vortex breakdown observations (Hall 1972; Leibovich 1978),
Leibovich & Stewartson (1983) performed an asymptotic normal mode analysis
to derive a sufficient condition for an inviscid instability of a steady axisymmetric
vortex with an axial flow. Further experimental studies on swirling jets, which can also
be thought of as vortices with an axial flow, showed that a double-helix structure
appears for 0.6 < S < 1, followed by vortex breakdown beyond S ≈ 1.3 (Billant,
Chomaz & Huerre 1998). Here, S is the swirl parameter that measures the relative
strength of the swirl velocity with respect to the axial velocity. Gallaire & Chomaz
(2003) performed a numerical global stability analysis of axisymmetric vortices
(with circulation decaying to zero far away from the core) with realistic axial and
azimuthal velocity profiles to identify the mechanisms leading to the appearance of
the double-helix structures before breakdown. Other experimental evidence (Gallaire,
Rott & Chomaz 2004; Liang & Maxworthy 2005; Oberleithner et al. 2011), normal
mode and global stability analyses (Loiseleux, Chomaz & Huerre 1998; Gallaire et al.
2006; Healey 2008; Oberleithner et al. 2011) have further shown the prevalence of
absolute instability and vortex breakdown in swirling jets. In a related study, Lacaze,
Birbaud & Le Dizès (2005) added a small strain to the axisymmetric Rankine vortex
with an axial flow and performed a normal mode analysis using asymptotic methods
to demonstrate that the most unstable mode of the elliptic instability is modified by an
axial flow. Axial flow is also an important factor for the secondary instability of the
Ekman layer rolls (Dubos, Barthlott & Drobinski 2008). In the current study, instead
of the normal mode and global analysis, we employ the local stability approach
(Lifschitz & Hameiri 1991).

The local stability approach, a theory based on the Wentzel–Kramers–Brillouin–
Jeffreys (WKBJ) approximation (Bender & Orszag 1999), investigates inviscid, 3D,
short-wavelength instabilities that develop on specific fluid trajectories in various base
flows (Lifschitz & Hameiri 1991). Though applicable to arbitrary 3D base flows,
the local approach has so far mostly been used for either 2D base flows (Godeferd,
Cambon & Leblanc 2001) or axisymmetric 3D base flows (Lifschitz, Suters &
Beale 1996; Hattori & Fukumoto 2003; Hattori & Hijiya 2010), with a focus on
the growth of specific disturbances on periodic trajectories leading to centrifugal,
elliptic and hyperbolic instabilities. Recently, Hattori & Fukumoto (2012) performed
a local stability analysis to study the effects of axial flow on the so-called curvature
instability of a helical vortex tube for which the angular velocity is constant up to
the first order of a small parameter; elliptic instability was not considered in this
study.

Eckhoff & Storesletten (1978) employed the local approach to investigate the effects
of an axial flow on an axisymmetric vortex in a compressible flow, and in a follow-up
paper, Eckhoff (1984) showed that the results from the local approach agreed with the
asymptotic analysis of Leibovich & Stewartson (1983) in the limit of incompressibility.
Le Duc & Leblanc (1999) and Leblanc & Le Duc (2005) have further extended the
study of axisymmetric vortices with an axial flow to establish the connection between
the local approach and the high-wavenumber asymptotic limits of the normal mode
approach. The local approach has also provided significant insights into the elliptic
(Bayly 1986; Bayly, Holm & Lifschitz 1996; Le Dizès & Eloy 1999) and hyperbolic
(Friedlander & Vishik 1991; Leblanc 1997) instabilities in various 2D flows. Hattori
& Hijiya (2010) studied the effects of an axial flow on the instability of Hill’s vortex,
an axisymmetric flow with dependence on r and z in cylindrical polar coordinates; the
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authors find a stabilizing effect for small axial flows, followed by the emergence of
a region of centrifugal instability for large axial flows.

In the present study, we investigate the stability of Stuart vortices, which
model mixing-layer vortices (Stuart 1967). The centrifugal, elliptic and hyperblolic
instabilities in the Stuart vortices with and without background rotation were studied
using the local stability approach by Godeferd et al. (2001), one of the main results
being that anticyclonic rotation destabilizes the vortices. In this paper, expressing
the general local stability equations (Lifschitz & Hameiri 1991) for base flows with
non-zero velocity components in all three Cartesian directions (x, y, z), but with
dependence only on (x, y), the so-called three-component 2D base flows (3C2D),
we investigate how an axial flow modifies the 3D stability characteristics of Stuart
vortices.

In § 2, we present details of the theory and implementation of the local stability
approach to investigate 2D flows with an axial flow. In § 3, we show the results of a
systematic study of the effects of an axial flow on the stability of Stuart vortices. We
then discuss our results in § 4, and conclude in § 5.

2. Theory and methods

We consider inviscid, incompressible, steady 3C2D base flows with a velocity field
(u(x, y), v(x, y), w(x, y)) in a x = (x, y, z) Cartesian coordinate system. The flow
being incompressible, the velocity field (u, v) on the xy-plane is represented by a
streamfunction ψ(x, y) such that u=−∂ψ/∂y and v= ∂ψ/∂x. For a steady base flow
with no dependence on one of the coordinates (z in our scenario), solutions of the
Euler equations satisfy w = f (ψ), where f is any function of the streamfunction ψ ;
f (ψ) is assumed smooth for compatibility with the viscous case. Hence, we have:

∂w
∂x
= f ′(ψ)

∂ψ

∂x
,

∂w
∂y
= f ′(ψ)

∂ψ

∂y
. (2.1a,b)

For vortical base flows, the fluid trajectories are then helices and their projections on
the xy-plane are closed curves (and hence periodic), as shown in figure 1.

2.1. WKB theory
Within the WKBJ approximation, perturbations in velocity and pressure take the
form:

u′ = exp(iφ(x, t)/ε)[a(x, t)+ εaε(x, t)+ · · ·], (2.2)
p′ = exp(iφ(x, t)/ε)[π(x, t)+ επε(x, t)+ · · ·], (2.3)

respectively. The scalar function φ(x,t) is assumed real. Assuming ε � 1, the
continuity and momentum equations, retaining only the O(ε−1) and O(ε0) terms,
reduce to Lifschitz & Hameiri (1991):

a · k= 0, (2.4)
dk
dt
=−(∇U)T · k, (2.5)

da
dt
=−∇U · a+ 2

|k|2 [(∇U · a) · k]k, (2.6)
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FIGURE 1. A depiction of the vortical base flow we consider, with one sample helical
fluid trajectory. Projections of several trajectories on the xy-plane are also shown. On the
2D projection of a 3D helical trajectory, the local 2D Serret–Frenet frame is based on
∇ψ and Uxy, which are normal and tangent to the projected trajectory, respectively. The
initial wavevector ki makes an angle θ i with the z-axis.

where d/dt (= ∂/∂t + U · ∇) is the total time derivative with respect to the base
flow U= uex+ vey+wez= (−∂ψ/∂y)ex+ (∂ψ/∂x)ey+wez=Uxy+wez, and k=∇φ/ε
is the wavevector. For 3C2D flows, (2.6) gives da/dt=0 for all a that are aligned with
ez. The transformation k= k0k (for any constant k0) leaves the (2.4)–(2.6) unchanged;
this scale invariance property is not trivial since the (2.4)–(2.6) are not homogeneous
in x and y. An important consequence of the scale invariance property is that the
growth rate is the same at all spatial scales.

Equations (2.5) and (2.6) are transport equations along 3D fluid trajectories in the
base flow, describing the evolution of any initial small-scale perturbation in the limit
ε � 1. Since the right-hand sides of (2.5) and (2.6) depend only on a and k, and
not their derivatives or integrals, the equations may be integrated independently on
each 3D trajectory – that is, in the present case, a non-circular helix (figure 1), i.e. a
winding around a non-circular cylinder.

In the normal mode approach, the temporal stability of a 3C2D base flow
corresponds to the global eigenvalue problem of determining the (eigen)frequency
ω and eigenfunction F(x, y) as a function of kz, the wavenumber in the z direction.
The solution of the linearized perturbation (of any wavelength) equations takes the
so-called normal mode form:

u′(x, y, z, t)= exp[i(kzz−ωt)]F(x, y). (2.7)

The assumption of a constant kz in (2.7) is also consistent with the homogeneity (in z)
of the local stability equations (2.5) and (2.6). To fully establish a correspondence
between the solutions in (2.7) for a single-valued function F(x, y) and the solutions
of (2.5) and (2.6), one also requires the wavevector k of the WKBJ solution to
be periodic when (2.5) is integrated along one period (on the xy-plane) of the 3D
trajectory. We therefore focus entirely on periodic wavevectors in this paper and, as
discussed in §§ 3 and 4, the wavevector periodicity condition plays a significant role
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in determining the suppression and emergence of instabilities in vortices with an
axial flow. The periodicity of k also simplifies the solutions of (2.6) to fall under the
Floquet theory for periodic linear differential equations.

2.2. Periodicity criterion
To study the stability properties of the base flow, (2.6) is integrated along a
given closed streamline in the xy-plane for all k that are periodic upon integrating
equation (2.5) along that entire streamline once. For each k fulfilling this periodicity
condition, the vector amplitude a obeys a Floquet problem once integrated along
the streamline over one period. The resulting eigenvalues of the propagator matrix
in the Floquet problem give the growth rates and frequencies as a function of the
wavevector k. As pointed out by Lifschitz & Hameiri (1991), a · k is conserved upon
integrating (2.5) and (2.6) along streamlines.

The integration of (2.5) and (2.6) on a 3D trajectory is parametrized by an
integration on its 2D projection on the xy-plane, i.e. on closed streamlines of ψ . The
value of ψ then defines the trajectory chosen, and the time taken by a fluid particle to
travel from an initial point to the current point on the trajectory defines the coordinate
along the trajectory. To identify all k that are periodic upon integrating equation (2.5)
around a specific fluid trajectory, we use the Serret–Frenet decomposition on the
projected trajectory in the xy-plane:

k= α(t)Uxy + β(t)∇ψ + γ (t)ez, (2.8)

where α(t), Uxy, β(t), ∇ψ and γ (t) are, in general, time-dependent as we integrate
equation (2.5) along base flow trajectories.

Along ez, (2.5) reduces to:
dγ /dt= 0, (2.9)

showing that γ is constant on the trajectory, as already anticipated from the structure
of the global eigenmode in (2.7). For a steady flow, an alternate form of (2.5) is
d(k ·U)/dt= 0, implying k ·U=Ω , where Ω is a constant. Now,

k ·Uxy (= α|∇ψ |2)= k ·U− k ·wez =Ω − γw, (2.10)

resulting in:

α = Ω − γw
|∇ψ |2 , (2.11)

implying that α varies since |∇ψ |2 varies on a trajectory, whereas Ω,γ and w do not.
Here α(t), however, is periodic when (2.5) is integrated along a closed streamline.

To derive a criterion imposed by the periodicity of β(t), we take the total time
derivative of the dot product between (2.8) and ∇ψ to get:

d
dt
(k · ∇ψ) = d(β|∇ψ |2)

dt
= β d(|∇ψ |2)

dt
+ dβ

dt
|∇ψ |2

= dk
dt
· ∇ψ + k · d∇ψ

dt
=−[(∇U)T · k] · ∇ψ + k · (U · ∇)∇ψ.

(2.12)
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Note that the governing equation (2.5) for k has been used in (2.12). Substituting the
expression for k from (2.8), and after some vector algebra, (2.12) reduces to:

dβ
dt
=
[
−4α

∂ψ

∂x
∂ψ

∂y
∂2ψ

∂x∂y
− α

((
∂ψ

∂x

)2

−
(
∂ψ

∂y

)2
)

×
(
∂2ψ

∂x2
− ∂

2ψ

∂y2

)
− γ ∂ψ

∂x
∂w
∂x
− γ ∂ψ

∂y
∂w
∂y

]/
|∇ψ |2, (2.13)

which when integrated from 0 to T (the period of the streamline we perturb around)
should give zero for β to be periodic with the same period T . Making use of the
expression in (2.11), the criterion for the periodicity of β can now be stated as:

αI1 − γ

|∇ψ |2 I2 = 0, (2.14)

where

I1 =
∫ T

0

−4
∂ψ

∂x
∂ψ

∂y
∂2ψ

∂x∂y
−
((

∂ψ

∂x

)2

−
(
∂ψ

∂y

)2
)(

∂2ψ

∂x2
− ∂

2ψ

∂y2

)
|∇ψ |4 dt, (2.15)

and

I2 =
∫ T

0

∂ψ

∂x
∂w
∂x
+ ∂ψ
∂y
∂w
∂y

|∇ψ |2 dt= f ′(ψ)T. (2.16)

The expressions in (2.1) have been used to analytically evaluate the integral I2 in
(2.16). The wavevector periodicity criterion in (2.14), a necessary condition to be
fulfilled when looking for the WKBJ approximation of an eigenmode, is an alternate
form of the periodicity criterion in (4.10) in Lifschitz & Hameiri (1993). The
periodicity criterion in (2.14) simplifies to α = 0 for any base flow with dw/dψ = 0
and I1 6= 0. Furthermore, for an axisymmetric flow with ψ(r) ∝ r2 and dw/dr = 0,
all wavevectors satisfy the periodicity criterion in (2.14), a scenario considered by
Hattori & Fukumoto (2012).

Since the transformation k = k0k (for any constant k0) leaves equations (2.5)
and (2.6) unchanged, it is sufficient to consider wavevectors of unit magnitude at
t = 0 to identify all the periodic wavevectors that correspond to instabilities (growth
of disturbance upon integrating equations (2.5) and (2.6) on a periodic trajectory).
We therefore consider a unit initial wavevector of the form

ki = cos θ i

|∇ψ |2,i
I2

I1
Ui

xy + β i
±∇ψ i + cos θ iez, (2.17)

where θ i is the angle made by the unit vector ki with the z-axis (figure 1), and β i
± is

then given by:

β i
± =±

√
1− cos2 θ i

|∇ψ |2,i −
cos2 θ i

|∇ψ |4,i
I2

2

I2
1
. (2.18)
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The superscript i denotes quantities at the initial location (xi, yi). Note that the
periodicity criterion in (2.14) has already been accounted for in (2.17). For the
wavevector to be real, β i

± has to be real, and this condition implies:

θ i > θ i
min = cos−1

√
I2

1 |∇ψ i|2
I2

1 |∇ψ i|2 + I2
2
, (2.19)

limiting the range of wavevector angle θ i for which one may find periodic wavevectors
at (xi, yi) on the chosen trajectory to [θ i

min,π/2].

2.3. Numerical procedure

Numerically, the trajectory is computed from an initial point (xi, yi) at t = 0 by
integrating dx/dt = u = −∂ψ/∂y and dy/dt = v = ∂ψ/∂x using the Runge–Kutta
fourth-order scheme with a time step 1t. To close the trajectory and compute
the period T , integration is carried out till we reach a time t = t∗ for which
d(t∗) = (x(t∗) − xi)2 + (y(t∗) − yi)2 attains a local minimum, and the conditions
(i) (x(t∗ +1t)− x(t∗))(x(1t)− xi) > 0 and (ii) (y(t∗ +1t)− y(t∗))(y(1t)− yi) > 0 are
satisfied. Conditions (i) and (ii) ensure that t∗ is close to the time period T of the
trajectory, and not to some fraction of T , where the quantity d(t∗) can possibly attain
a local minimum. The time period T of the periodic trajectory is now more accurately
estimated by interpolation as T = t∗+ 2(yi− y(t∗))/(vi+ v(t∗)). The periodic trajectory
is then re-computed from (xi, yi) with 1t= T/N, where N is a large enough integer
(chosen to be around 4000 for the results presented in this paper) such that doubling
N does not change the magnitude of the growth rates (computed using the procedure
described below) up to two decimal places. This step that adjusts 1t such that the
period T is an integer multiple of 1t improves the accuracy of the numerical growth
rate calculations.

For each initial position (xi, yi) chosen on a particular line intersecting all the
trajectories (the x-axis in the following), growth rate calculations were performed
for 1000 different values of the initial angle θ i, distributed equally between θ i

min and
π/2. For each θ i, (2.6) is solved (numerically using the Runge–Kutta fourth-order
scheme) from t = 0 to t = T for initial conditions on the amplitude ai

1 = [1 0 0],
ai

2 = [0 1 0] and ai
3 = [0 0 1] to obtain the amplitude vectors at t = T as

af
1 = [ax,1 ay,1 az,1], af

2 = [ax,2 ay,2 az,2] and af
3 = [0 0 1], respectively. As noted

in § 2.1, the amplitudes a aligned with ez correspond to da/dt = 0, resulting in
af

3 = ai
3. The growth rate, using results from Floquet theory (Chicone 2000), is then

computed as σ = (1/T) max(Re(log(λ1,2))), where λ1,2 are the eigenvalues of the
2× 2 matrix M = [ax,1 ax,2; ay,1 ay,2], with the semicolon separating the two rows of
the matrix and Re denoting the real part.

We note here that if a · k= 0 (2.4) is satisfied at t= 0 then it remains satisfied for
all times when (2.5) and (2.6) are integrated in time. Therefore the plane a · ki = 0
is a 2D invariant subspace of the 3×3 matrix [ax,1 ax,2 0; ay,1 ay,2 0; az,1 az,2 1],
spanned by two eigenvectors satisfying a · ki= 0. The third eigenvector, corresponding
to eigenvalue 1, is ai

3 = af
3. Hence stability is determined by the eigenvalues of the

2× 2 sub-matrix [ax,1 ax,2; ay,1 ay,2].

3. Stuart vortices with axial flow
For the base flow, we consider Stuart vortices (Stuart 1967) with the 2D velocity

field (u, v) on the xy-plane defined by a 2D streamfunction:

ψ(x, y)= log(cosh y− ρ cos x), (3.1)
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in the presence of a flow w(x, y) along the axis of the vortex (z-axis). Here, ρ is the
concentration parameter and varies between 0 and 1. Smaller values of ρ correspond
to less concentrated vorticity and stronger ellipticity of the streamlines, as depicted in
figure 5 of Godeferd et al. (2001). The non-dimensional form of the streamfunction
in (3.1) assumes length and velocity scales of L0 and U0, respectively, to give non-
dimensional x, y and ψ . The corresponding time scale is then given by T0 = L0/U0.

As discussed in § 2, the steady-flow assumption requires w to be purely a function
of ψ , i.e. w(x, y)= f (ψ), where f is any smooth function. The spatial derivatives of
w(x, y) are then given by:

∂w
∂x
= f ′(ψ)v, (3.2)

∂w
∂y
= −f ′(ψ)u. (3.3)

Since the equation for the wavevector k in (2.5), the equation for the amplitude
perturbation a in (2.6), and the periodicity criterion for k in (2.14) all depend only
on the spatial derivatives of w(x, y), the influence of the axial velocity on the stability
of a particular streamline is determined completely by the value of f ′(ψ). For each
streamline, we define a parameter τ :

τ = f ′(ψ)v(x0, 0)
ω

, (3.4)

where ω= (∂v/∂x− ∂u/∂y) is the 2D vorticity on the streamline, i.e. the z-component
of vorticity, which is invariant on the streamline as a consequence of the Kelvin
theorem. Here x0 is the point of intersection of the streamline with the positive
x-axis, allowing us to label the streamline. The parameter τ is the ratio between
the x-component of the gradient of axial velocity at a chosen point (x0, 0) on the
streamline and the z-component of the vorticity associated with the streamline.

For any axisymmetric flow described by a streamfunction ψ(r), where r is the radial
coordinate on the xy-plane, the expression for τ in (3.4) reduces to:

τ =
(

r
dw
dr

)/( d
dr

(
r

dψ
dr

))
. (3.5)

For the Stuart vortices, which are non-axisymmetric, ∂w(x0, 0)/∂y=−f ′(ψ)u(x0, 0)= 0,
and τ is then the ratio of the axial shear to the z-component of vorticity at (x0, 0).
For every ρ and τ , we consider 50 different trajectories, intersecting the x-axis at 50
different (x0, 0), where x0 is uniformly distributed between 0 and 3.

We first examine the dependence of θ i
min (2.19) on the axial flow, and how, as a

consequence, the axial flow reduces the range of acceptable angles θ i to [θ i
min,π/2]. In

figure 2(a–c), we plot contour lines of θ i
min on the plane of x0 and τ for ρ= 0.33, 0.75

and 0.9, respectively. For all ρ and x0, θ i
min = 0 for τ = 0 and it asymptotically

approaches π/2 as τ approaches ∞. For the case with strong ellipticity (ρ = 0.33),
as shown in figure 2(a), θ i

min reaches values close to π/2 well before τ = 1 for all
x0. For larger values of τ (>1) in the ρ = 0.33 case, there is then a very narrow
range of θ i (θ i

min 6 θ i 6 π/2) over which one can find periodic wavevectors. For
intermediate values of ρ, as shown in figure 2(b), θ i

min approaches π/2 more slowly
for all x0 and hence allows for a wider range of periodic wavevector angles even for
τ > 1. We also note that the convergence to θ i

min =π/2 is the slowest for trajectories



Effects of axial flow on three-dimensional instabilities in Stuart vortices 573

1

1

0 2

2

3

3

1

0

2

3

1

0
0

0.5

1.0

1.5

2

3

1 2 3 1 2 3
x0 x0 x0

(a) (b) (c)

FIGURE 2. Contour lines of θ i
min on the x0–τ plane for (a) ρ = 0.33, (b) ρ = 0.75 and

(c) ρ = 0.90. Each plot contains fifteen contour lines, corresponding to values of θ i
min

equispaced between 0 and π/2, with θ i
min=0 lying on τ =0. The initial position for all the

plots is given by (xi, yi)= (x0, 0). The black vertical lines in (a–c) denote x0 = 0.85, 1.77
and 2.69, respectively, i.e. the values of x0 used in figures 4 and 5.
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FIGURE 3. (Colour online) (a) Growth rate σ as a function of θ i and τ for ρ = 0.75,
x0 = 0.85. (b) Growth rate σ as a function of θ̄ i = (θ i − θ i

min)/(π/2 − θ i
min) and τ for

ρ = 0.75, x0 = 0.85. The initial position for both the plots is given by (xi, yi)= (x0, 0).

around x0 ≈ 2. Finally, the variation of θ i
min for ρ = 0.9, as shown in figure 2(c), is

qualitatively similar to that of ρ= 0.75, but about three times slower in τ , with faster
convergence to θ i

min =π/2 for small x0 than for intermediate values of x0.
In figure 3(a), we plot the growth rate σ as a function of θ i (which varies between

θ i
min and π/2) and τ for ρ = 0.75, x0 = 0.85. For τ = 0, there is an instability

localized around θ i = θ∗,i = 0.695, and it has been shown by Godeferd et al. (2001)
to correspond to the elliptic instability of the core of the vortex. As τ increases,
θ∗,i (defined as the value of θ i for which σ attains its maximum value σ ∗) slowly
decreases, but the elliptic instability disappears for τ & τE = 0.615 owing to the
rapid increase of θ i

min (see figure 2b), which defines the boundary of the domain
of existence of periodic k solution. In figure 3(b), where θ i has been translated by
θ i

min and rescaled by the bandwidth of possible θ i to obtain θ̄ i, this unstable elliptic
branch reaches the boundary θ̄ i = 0, i.e. θ i = θ i

min as τ is increased from zero and
then disappears for τ & τE = 0.615.

In figure 3(a), further increase in τ beyond τE results in the birth of a new branch
of instability for τ & τC= 0.868. For this new instability branch, the maximum growth
rate occurs for θ∗,i= θ i

min, i.e. θ̄∗,i= 0, as evidenced in both figure 3(a,b). We perform
a thorough investigation of this new branch of instability in § 4.
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FIGURE 4. (Colour online) Growth rate σ as a function of θ i and τ for (a) ρ = 0.33,
x0= 0.85; (b) ρ = 0.33, x0= 1.77; (c) ρ = 0.33, x0= 2.69; (d) ρ = 0.75, x0= 0.85; (e) ρ =
0.75, x0 = 1.77; (f ) ρ = 0.75, x0 = 2.69; (g) ρ = 0.9, x0 = 0.85; (h) ρ = 0.9, x0 = 1.77; (i)
ρ = 0.9, x0 = 2.69. The initial conditions for all the plots are given by (xi, yi)= (x0, 0).

In figure 4, we plot the growth rate σ as a function of θ i and τ for the three
different values of ρ discussed in figure 2. For each value of ρ, results are plotted for
three different trajectories, corresponding to three different initial conditions (xi, yi)=
(x0, 0), indicated by the three black vertical lines in figure 2. Motivated by the plot
in figure 3(b), we plot the growth rate σ as a function of θ̄ i= (θ i− θ i

min)/(π/2− θ i
min)

(which varies between 0 and 1) and τ in figure 5, for the same set of parameters as
in figure 4. For large enough values of τ , θ i is restricted to the small range θ i

min 6 θ
i 6

π/2 owing to θ i
min being close to π/2; the variation of σ within this small range of θ i

is more clearly visualized in the plots in figure 5. The τ = 0 sections of all the plots
in figures 4 and 5, corresponding to no axial flow, are in complete agreement with
the results of Godeferd et al. (2001) for Stuart vortices with no background rotation.

For all three values of ρ, the trajectories close to the centre of the vortices
(x0= 0.85, figures 4a and 5a, 4d and 5d, 4g and 5g) display the same dynamics and
are susceptible to instability for small enough values of τ (τ & 0). This branch of
instability for τ = 0, as discussed in figure 3, corresponds to the elliptic instability and
is localized around θ∗,i = 0, 0.695 and 0.844 for ρ = 0.9, 0.75 and 0.33, respectively.
The threshold values of τ , above which this elliptic instability disappears, are
τE = 0.6, 0.615 and 0.229 for ρ = 0.9, 0.75 and 0.33, respectively. We note here
that τE is a function of both ρ and x0 in the domain of x0 where elliptic instability
is present without an axial flow according to Godeferd et al. (2001).
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FIGURE 5. (Colour online) Growth rate σ as a function of θ̄ i = (θ i − θ i
min)/(π/2− θ i

min)
and τ for (a) ρ = 0.33, x0= 0.85; (b) ρ = 0.33, x0= 1.77; (c) ρ = 0.33, x0= 2.69; (d) ρ =
0.75, x0 = 0.85; (e) ρ = 0.75, x0 = 1.77; (f ) ρ = 0.75, x0 = 2.69; (g) ρ = 0.90, x0 = 0.85;
(h) ρ = 0.90, x0 = 1.77; (i) ρ = 0.90, x0 = 2.69. The initial conditions for all the plots are
given by (xi, yi)= (x0, 0).

Further increase in τ , as discussed earlier for ρ= 0.75, x0= 0.85 in figure 3, results
in the appearance of a new branch of instability with θ∗,i = θ i

min, i.e. θ̄∗,i = 0 for
τ > τC. This new branch appears for all values of the vortex concentration parameter
ρ and streamlines labeled by x0, as shown in figures 4(a–i) and 5(a–i). The threshold
τC, defined for all ρ and x0, increases with ρ but varies less with x0, with a slight
increase between x0 = 0.85 and x0 = 1.77, and then a decrease for x0 = 2.69. Table 1
summarises the values of τC for all the cases shown in figures 4 and 5.

For all three values of ρ, the trajectories far from the centre of the vortices (x0 =
2.69, figures 4c and 5c, 4f and 5f, 4i and 5i) and close to the hyperbolic point at
x0=π are susceptible to the hyperbolic instability for τ = 0, as discussed in Godeferd
et al. (2001). This branch of hyperbolic instability is then characterized by θ∗,i= θ i

min,
i.e. θ̄∗,i = 0 when τ is small enough, with the maximum growth rate occurring at
θ i= θ∗,i= 0 for τ = 0. The maximum growth rate of this hyperbolic instability branch
is strongly affected by an increase in τ as θ i

min, as shown in figure 2, increases with τ .
In the large core size case (ρ= 0.33), as shown in figure 5(c), the range of unstable

(θ i − θ i
min)/(π/2 − θ i

min) corresponding to the hyperbolic instability branch decreases
as τ is increased from 0, before getting completely suppressed beyond a threshold
value of τ = τH . Further increase in τ results in the appearance of the new branch of
instability for τ > τC, as discussed earlier. For the cases with more concentrated vortex
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x0

ρ 0.85 1.77 2.69

0.33 0.29 0.46 0.42
0.75 0.87 1.29 1.08
0.90 1.61 2.36 1.96

TABLE 1. Axial shear threshold τC for the occurrence of the new instability.

cores (ρ = 0.75 in figures 4f and 5f and ρ = 0.9 in figures 4i and 5i), we observe
features qualitatively similar to those of ρ = 0.33, with the hyperbolic branch being
suppressed for τ > τH , τH being a monotonically increasing function of ρ.

Intermediate trajectories that are neither too close nor too far from the centre are
subject to a combination of the elliptic and hyperbolic instabilities for τ =0 (Godeferd
et al. 2001) that carry over for small τ till they are suppressed (primarily by an
increase in θ i

min) as τ increases further. For the case of (ρ, x0)= (0.33, 1.77) shown in
figures 4(b) and 5(b), the elliptic instability dominates since θ∗,i > 0 for τ = 0, similar
to the case of (ρ, x0)= (0.33, 0.85) shown in figures 4(a) and 5(a). Strictly speaking,
pure elliptic instability for τ = 0 can only be observed for x0= 0 with θ∗,i≈π/3; the
value of θ∗,i shifts from π/3 as x0 increases from zero and, by continuity in x0, we
refer to this branch as the elliptic branch. This elliptic instability branch for τ = 0
may sometimes correspond to θ∗,i = 0 for trajectories sufficiently far from the centre,
one such example being shown in figures 4(g) and 5(g).

For the case of (ρ, x0)= (0.75, 1.77) shown in figures 4(e) and 5(e), the hyperbolic
instability dominates since θ∗,i= 0 for τ = 0. The hyperbolic instability, characterized
by a maximum growth rate at θ∗,i = 0, starts at the hyperbolic point x0 = π and
continues over to smaller x0, with the maximum growth rate occurring at θ∗,i= 0. The
reader is referred to Godeferd et al. (2001) for a thorough discussion.

For ρ=0.9, the intermediate trajectory x0=1.77 is outside the vortex core and away
from the hyperbolic point. As shown by Godeferd et al. (2001) this trajectory is stable
for all angles θ i, as confirmed by the deep blue colour on the axis τ = 0 in figures
4(h) and 5(h). When the axial velocity shear τ is increased, this streamline continues
being stable up to τ < τC, where τC is the threshold value of τ above which the new
branch of instability with θ∗,i = θ i

min appears (white horizontal line in figure 5h).
In summary, for all three values of x0 and ρ, instabilities that exist with no axial

flow (τ = 0) persist till a threshold value of τ (= τE or τH depending on the nature
of the instability). Specifically, we observe the suppression of the elliptic instability
in figures 4(a) and 5(a), 4(b) and 5(b), 4(d) and 5(d) and 4(g) and 5(g), and a
suppression of the hyperbolic instability in figures 4(c) and 5(c), 4(e) and 5(e), 4(f )
and 5(f ) and 4(i) and 5(i). Further increase in τ results in the appearance of a
new branch of instability at τ = τC, which, for all three values of x0, increases
monotonically with ρ. The axial velocity shear has, for small values, a stabilizing
effect on both the elliptic and hyperbolic instabilities that exist with no axial flow and
then, at larger values, a destabilizing effect with the maximum growth rate occurring
at the lower limit θ i

min of the allowed range of the wavevector angle. Our results are
qualitatively consistent with those of Hattori & Hijiya (2010) for the Hill’s vortex
with an axial flow.

The leading instability, defined as the one that corresponds to the maximum growth
rate for fixed values of ρ, x0 and τ , is now systematically studied for the same three
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FIGURE 6. (Colour online) (a,b,d,e,g,h) Maximum growth rate σ ∗ as a function of x0
and τ for (a,b) ρ = 0.33, (d,e) ρ = 0.75 and (g,h) ρ = 0.9. Figures in the first and second
columns differ only in the scale of the colour bar, thus bringing out all the features present.
(c,f,i) θ̄∗,i = (θ∗,i − θ i

min)/(π/2− θ i
min) as a function of x0 and τ for (c) ρ = 0.33, (f ) ρ =

0.75 and (i) ρ = 0.9. The initial conditions for all the plots are given by (xi, yi)= (x0, 0).
The dashed black curves denote the threshold τ = τC, above which the heuristic criterion
equation (4.16) predicts centrifugal instability. The solid black horizontal lines denote τ = 2,
the sections along which σ ∗ is plotted in figure 7.

values of the vortex concentration parameter ρ for all the streamlines indexed by x0. In
the first two columns of figure 6, we plot the maximum growth rate σ ∗ (the maximum
of σ over all the allowable values of the wavevector angle, θ i

min 6 θ i 6 π/2) as a
function of x0 and τ . The second column replicates the first but with a different scale
of the colour bar to bring out the various features, since, as discussed below, different
instabilities have different scalings.

The last column of figure 6 shows the wavevector angle θ∗,i that corresponds to the
maximum growth rate. As was done for the plots in figure 5, θ∗,i is translated by θ i

min
and rescaled by π/2− θ i

min to obtain θ̄∗,i= (θ∗,i− θ i
min)/(π/2− θ i

min) in order to make
visible the region where θ i

min asymptotes to π/2. As shown in figure 2, we recall that
θ i

min = 0 for τ = 0 in the absence of axial flow and θ i
min tends to π/2 for large τ ;

convergence to θ i
min = π/2 is faster for weakly concentrated vortices (ρ = 0.33) than

for strongly concentrated vortices (ρ = 0.9), for which even at τ = 3, θ i
min is smaller

than one for x0> 0.7. The white region in all the plots of figure 6 is the stable region.
For the strongly concentrated vortex with ρ = 0.9, in the absence of axial flow,

i.e. τ = 0 (figure 6g) the instability is split between two domains: inside the vortex
core for x0 . 1 and close to the hyperbolic point 2.1. x0 6π, respectively associated
with elliptic and hyperbolic instability since θ∗,i is non-zero for the small x0 domain
and zero for x0 close to π (figure 6i). For the trajectories 0.8. x0 . 1, the maximum
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growth rate occurs for θ∗,i= 0, but the corresponding instability is still categorized as
elliptic as it is a continuation of the elliptic branch that exists for smaller x0.

When τ is increased from zero, these two instabilities continue to exist but shrink
to a smaller range of x0, with the elliptic instability of the core of the vortex stabilized
first. With a further increase in τ , a new branch of unstable mode appears in the core
of the vortices starting at x0=0 with θ∗,i= θ i

min (figure 6i) and σ ∗ increasing extremely
rapidly (saturated colour in figure 6g), made visible by a change in the scale of the
colour bar in figure 6(h), where the same data as in figure 6(g) is plotted.

For a less concentrated core of the vortices ρ = 0.75 (figure 6d–f ) and ρ = 0.33
(figure 6a–c) the same features are visible except that, in the absence of axial flow
(τ = 0), all the x0 are unstable and the two domains of instability, mainly associated
with the elliptic instability in the core of the vortices (small x0) and to the hyperbolic
instability for x0 close to π, are now connected. Increasing the axial velocity shear τ
results in the stabilization of this joined domain, starting near the core of the vortices
(x0 close to zero) first. The new unstable branch with θ∗,i = θ i

min (figure 6c,f ) appears
in the core of the vortices and extends to the entire domain more rapidly (i.e. for
smaller τ ) when the vortices are less concentrated. All the closed streamlines (i.e. all
the x0 between 0 and π) are unstable above τ ∗C = 0.48, 1.3 and 2.38 for ρ= 0.33, 0.75
and 0.90, respectively.

In all the σ ∗ plots, for a given x0, one can always identify a threshold of τ above
which a new branch of instability, with growth rates typically larger than the elliptic
and hyperbolic instabilities, is born. This new branch of instability always corresponds
to θ∗,i= θ i

min. In the next section, we show that this is associated with the centrifugal
instability branch.

4. Discussion

Based on the observation that θ∗,i = θ i
min for the new branch of instability for all

three values of ρ, we now investigate the conjecture that the new instability appearing
for large enough τ (τ > τC) is a centrifugal instability. To do so, we first consider
an axisymmetric vortex with an axial flow and calculate the values for θ i

min and σ ,
with σ ∗ to be compared with the predictions of the centrifugal instability theory by
Leibovich & Stewartson (1983). In order to isolate the effects of an axial velocity
on the centrifugal instability, we first study axisymmetric base flows as they are not
susceptible to elliptic and hyperbolic instabilities.

4.1. Axisymmetric flows
For an axisymmetric base flow specified by the streamfunction ψ(r) and axial velocity
w(r)= f (ψ), ∂ψ/∂x= ψ̇ cos φ, ∂ψ/∂y= ψ̇ sin φ, ∂2ψ/∂x2 = cos2 φ (ψ̈ − ψ̇/r)+ ψ̇/r,
∂2ψ/∂y2 = sin2 φ(ψ̈ − ψ̇/r) + ψ̇/r and ∂2ψ/∂x∂y = sin φ cos φ(ψ̈ − ψ̇/r), where r
and φ are the radial and azimuthal coordinates, respectively and the upper dot in ȧ
denotes derivative of any function a with respect to r. Recognizing that dt = rdφ/ψ̇
for integration around a circular trajectory of radius r, ψ̇ being the azimuthal velocity,
the integrals in (2.15) and (2.16) defining the lower limit θ i

min of the wavevector to be
periodic (2.19) reduce to:

I1 = −2πr
ψ̇3

(
ψ̈ − ψ̇

r

)
(4.1)

and
I2 = f ′T = 2πrẇ

ψ̇2
, (4.2)
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where f ′= df /dψ as defined previously. Substituting the expressions in (4.1) and (4.2)
in (2.14), we get:

α = −γ ẇ
ψ̇(ψ̈ − ψ̇/r) , (4.3)

which is the same as (5.6) in Leibovich & Stewartson (1983) with their axial
wavenumber α = γ and their azimuthal wavenumber n= rαψ ′. We find it intriguing
that the criterion for stationary ‘γ ’ (and maximum growth rate) in Leibovich &
Stewartson (1983) and our criterion for periodic wavevectors match. The minimum
angle θ i

min (2.19) above which periodic wavevectors exist is given by:

θ i
min = cos−1

√
(rψ̈ − ψ̇)2

(rψ̈ − ψ̇)2 + r2ẇ2
. (4.4)

To solve (2.6), we evaluate its right hand side in cylindrical coordinates:

−∇U · a+ 2
|k|2 [(∇U · a) · k]k

=
 2βψ̇(αψ̇ψ̈ + γ ẇ) ψ̇/r− 2β2ψ̇3/r 0
−ψ̈ + 2αψ̇(αψ̇ψ̈ + γ ẇ) −2αβψ̇3/r 0
−ẇ+ 2γ (αψ̇ψ̈ + γ ẇ) −2γβψ̇2/r 0

ar
aθ
az

, (4.5)

where the amplitude vector has been written as a= arer+ aθeθ + azez, and α, β and γ
are as defined in (2.8) with

ψ̇2((αi)2 + (β i)2)+ (γ i)2 = 1 (4.6)

for initial wavevectors of unit magnitude. Now, recognizing that der/dt= (ψ̇/r)eθ and
deθ/dt = (−ψ̇/r)er, (2.6) reduces, after making use of the periodicity condition in
(4.3), to: dar/dt

daθ/dt
daz/dt

=
 2αβψ̇3/r 2ψ̇/r− 2β2ψ̇3/r 0
−ψ̈ + 2α2ψ̇3/r− ψ̇/r −2αβψ̇3/r 0
−ẇ+ 2γαψ̇2/r −2γβψ̇2/r 0

ar
aθ
az

 , (4.7)

which in vector form can be written as da/dt = Ca, where C is the coefficient
matrix in (4.7). Since α, β and γ are invariant along a fluid trajectory for periodic
wavevectors in axisymmetric flows, the eigenvalues of C represent the growth rates.
One of the three eigenvalues of C is λ1 = 0, while the remaining two eigenvalues
λ2,3 are the solutions of:

λ2 = −2ψ̇
r

(
ψ̈ + ψ̇

r

)
+ 4ψ̇4

r2
α2 + 2β2ψ̇3

r

(
ψ̈ + ψ̇

r

)
. (4.8)

Conditions in (4.3) and (4.6) give:

α2 = r2ẇ2

(rψ̈ − ψ̇)2 + r2ẇ2

(
1
ψ̇2
− β2

)
, (4.9)
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which on substitution in (4.8) reduces it to:

λ2 =−2r2ψ̇
d
dr

(
ψ̇

r

) ẇ2 + d
dr
(rψ̇)

d
dr

(
ψ̇

r

)
(rψ̈ − ψ̇)2 + r2ẇ2

(1− β2ψ̇2). (4.10)

Since β2ψ̇2 6 1 as a result of (4.6), λ2 > 0 requires:

ψ̇
d
dr

(
ψ̇

r

) ẇ2 + d
dr
(rψ̇)

d
dr

(
ψ̇

r

)
(rψ̈ − ψ̇)2 + r2ẇ2

< 0, (4.11)

specifying the necessary and sufficient condition for short-wavelength instability in an
axisymmetric flow. The growth rate λmax attains a maximum for β = 0, which in turn
corresponds to:

γ 2 = (rψ̈ − ψ̇)2
(rψ̈ − ψ̇)2 + r2ẇ2

, (4.12)

specifying the angle between the most unstable wavevector and the z-axis. We note
that the most unstable wavevector was not explicitly discussed and shown in the
papers by Eckhoff & Storesletten (1978) and Leblanc & Le Duc (2005).

The criterion in (4.11) for a circular trajectory in an axisymmetric flow to be
unstable to short-wavelength perturbations coincides with the sufficient condition for
instability derived by Leibovich & Stewartson (1983). The corresponding maximum
growth rate σ ∗ is reached for β = 0 in (4.10):

σ ∗2 =−2r2ψ̇
d(ψ̇/r)

dr
ẇ2 + (d/dr)(rψ̇)(d/dr)(ψ̇/r)

(rψ̈ − ψ̇)2 + r2ẇ2
, (4.13)

which coincides with the maximum growth rate expression equation (5.8) in Leibovich
& Stewartson (1983) for particular perturbations with constant value of the frequency
of the perturbation in the frame moving with the fluid (5.6), giving:

σ ∗2 = 2vθ
(rv̇θ − vθ)(v2

θ/r
2 − v̇2

θ − ẇ2)

(rv̇θ − vθ)2 + r2ẇ2
. (4.14)

To generalize the centrifugal instability criterion in (4.11) to non-axisymmetric
flows, we rewrite the criterion as:

d
dψ
(ψ̇/r)

((
dw
dψ

)2

+ d(rψ̇)
dψ

d(ψ̇/r)
dψ

)
< 0, (4.15)

where d/dr in (4.11) has been replaced by ψ̇d/dψ . We now choose to replace ψ̇/r
by 2π/T and rψ̇ by Γ/2π, where T and Γ are the time period and circulation of
the closed fluid trajectory, respectively. These replacements are motivated by (i) the
significant roles of Γ and ψ in the stability of 2C2D base flows (Bayly 1988), and
(ii) the time period T being a crucial factor in the wavevector periodicity criterion
(2.16). The centrifugal instability criterion now reduces to:

dT
dψ

((
dw
dψ

)2

− 1
T2

dΓ
dψ

dT
dψ

)
> 0, (4.16)
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FIGURE 7. Maximum growth rate σ ∗ as a function of x0 for (a) ρ = 0.33, (b) ρ = 0.75
and (c) ρ = 0.9. All plots correspond to τ = 2, the horizontal sections indicated by the
black lines in figure 6. Here σ ∗H is the maximum growth rate predicted by the heuristic
criterion in (4.17).

an expression that can be evaluated for non-axisymmetric flows, with Γ being defined
as: Γ = ∮C UB · dl, where dl is the vector representing a differential length along
the streamline. For trajectories that wind around in the clockwise direction on the
xy-plane, T and Γ are both negative. The above heuristic criterion for centrifugal
instability also suggests that an alternate non-dimensional measure (instead of τ ) of
the axial flow is T2(dw/dψ)2(dΓ/dψ)−1(dT/dψ)−1. We further note that the criterion
in (4.16), for flows with dw/dψ = 0, reduces to dΓ/dψ < 0, i.e. the magnitude of
the circulation decreases outwards for a convex closed streamline, a result derived by
Bayly (1988). The criterion in (4.16) is invariant with the choice of L0 and U0, the
length and velocity scales used to non-dimensionalize the base flow.

To evaluate the validity of (4.16) for non-axisymmetric flows, in figure 6, we
plot (dashed curves in black) the threshold of τ above which (4.16) predicts the
appearance of centrifugal instability. The criterion predicts the birth of centrifugal
instability remarkably well for all three values of ρ – including ρ = 0.33, for which
the vortex is strongly non-axisymmetric, i.e. the vortex is less concentrated and
strongly deformed by the strain field.

To predict the maximum growth rate for non-axisymmetric flows using the heuristic
approach, we rewrite the expression in (4.13) as:

σ ∗2H = 4π
dT
dψ

(dw/dψ)2 − (1/T2)(dΓ/dψ)(dT/dψ)
(dT/dψ)2 + (T3/Γ )(dw/dψ)2

, (4.17)

where T and Γ , as discussed earlier, are of the same sign. In the above expression,
which is exact for axisymmetric flows, the subscript H refers to a heuristic
approach used.

To evaluate the validity of (4.17) for non-axisymmetric flows, in figure 7, we plot
the maximum growth rate σ ∗H (4.17) as a function of x0 along the horizontal sections
indicated by the black lines in figure 6. Plotting the numerically calculated σ ∗ also,
we estimate the accuracy of (4.17) for ρ = 0.33, 0.75 and 0.90. For ρ = 0.75 and
ρ = 0.90, as shown in figure 7(b,c), the heuristically estimated maximum growth rate
is remarkably accurate for all trajectories, including the ones far from the core of the
vortices and close to the hyperbolic point. For the case of a strongly non-axisymmetric
vortex (ρ = 0.33 in figure 7a), the predictions of (4.17) are accurate for trajectories
around the origin (x0 . 1) but correspond to large errors for trajectories farther away
from the origin.
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FIGURE 8. (a) The extent of non-axisymmetry, defined as S in (4.18), plotted as a
function of x0 for ρ= 0.33, 0.75, 0.90. (b) The variation of τ/w0, based on the expression
in (4.20), as a function of x0 for ρ = 0.33,m=−10 (thick solid line); ρ = 0.75,m=−5
(thin solid line); ρ = 0.90,m=−2 (dashed line).

The extent of non-axisymmetry of the various streamlines in Stuart vortices is
quantified using a parameter S, defined as:

S= rσ (x0)

r̄(x0)
, (4.18)

where rσ and r̄ are the standard deviation and mean of r(i) = √x(i)2 + y(i)2 with
(x(i), y(i)) being the ith point on the streamline with x(1)= x0 and y(1)= 0. For the
calculation of S for Stuart vortices, every streamline is represented by 1000 points
that are equispaced in terms of the distance measured along the streamline. The value
of S is zero for axisymmetric streamlines, and becomes progressively larger as the
streamlines deviate from a circular shape.

Figure 8(a) shows the variation of S as a function of x0 for the three different
values of ρ considered in this paper. For a fixed value of ρ, the streamlines close
to the origin are more axisymmetric in comparison to those close to the hyperbolic
point at x0 = π. Furthermore, smaller values of ρ correspond to larger values of S,
the extent of non-axisymmetry. Based on the results in figure 7, which show that the
criterion in (4.17) is accurate for all streamlines for ρ=0.75 and ρ=0.90, while being
inaccurate for x0 & 1 and ρ = 0.33, we conclude that the analytical criterion in (4.17)
for centrifugal instability in non-axisymmetric vortices is valid for any streamline with
S . 0.2; the robustness of this conclusion, however, has to be validated over a wider
range of parameters for the Stuart vortices, and other non-axisymmetric vortex models.

We conclude by calculating the variation of the axial velocity parameter, τ , as a
function of x0 for a typical axial velocity profile in Stuart vortices. Stuart (1967)
proposed the following expression for the axial velocity w:

w= f (ψ)=w0[1− (1+mρ)e−2ψ ]1/2, (4.19)

where w0 and m are parameters. Upon using the expression for ψ in (3.1), the
expression for τ in (3.4) reduces to:

τ =w0ρ
1+mρ
1− ρ2

sin x0[(1− ρ cos x0)
2 − (1+mρ)]−1/2. (4.20)
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Shown in figure 8(b) is the variation of τ/w0 with x0 for three different combinations
of (ρ, m). For a given (ρ, m), τ is zero at x0 = 0 and x0 = π, attaining a maximum
for some intermediate streamline; the maximum value of τ depends on the specific
values of ρ and m. Depending on the value of w0, it is possible to achieve any value
of τ for all the streamlines in the range 0< x0<π. It would be insightful, however, to
estimate the values of τ for various real-life flows, and hence quantify the influence
of the axial flow on their stability.

5. Conclusions
In this paper, we have performed a local stability analysis of Stuart vortices with

an axial flow. The axial flow modifies the periodicity criterion for the wavevector k,
a necessary condition for correspondence with the normal mode analysis. The
modified periodicity criterion was derived and presented in terms of quantities that
are computationally straightforward to calculate.

The elliptic and hyperbolic instabilities, that exist in Stuart vortices with no axial
flow, were shown to get suppressed in the presence of a sufficiently strong axial flow.
Further increase in the axial flow triggers the birth of a new branch of centrifugal
instability, which was previously known only for axisymmetric vortices (Leibovich
& Stewartson 1983) from a global mode analysis. We then proposed a heuristic
criterion for the onset (and corresponding growth rates) of centrifugal instability in
non-axisymmetric flows, and numerically verified that the criterion makes accurate
predictions for the centrifugal instability in Stuart vortices.

Further semi-analytical studies to understand the influence of an axial flow on the
elliptical and hyperbolic instabilities would result in the predictions of the variations
of τE and τH as functions of ρ and x0. The relevance of the local stability results
presented in this paper are to be confirmed by complementary global stability analysis.
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Appendix
The results presented in figures 5 and 6 correspond to the positive set of the initial

wavevectors represented in (2.17) for an initial position (x0, 0), i.e. β(t= 0)=β i
+. The

results are identical for the choice β0=β i
− for all the initial positions on the x-axis for

the base flow described in § 3. For general initial positions, however, σ as a function
of θ i depends on the branch of initial wavevectors we choose to investigate. In
figure 9(a,b), the growth rate σ is plotted as a function of θ̄ i= (θ i− θ i

min)/(π/2− θ i
min)

and τ for the β i
+ and β i

− branches, respectively. The initial condition (xi, yi) for these
plots is chosen such that (i) the trajectory that intersects the x-axis at (x0, 0) passes
through (xi, yi) and (ii) yi = xi tan(30◦). We observe noticeable differences between
figure 9(a) and (b), suggesting that the functional dependence of σ on θ i depends on
the initial condition and the branch of β i. The variation of σ ∗ (the maximum σ over
the range θ i

min 6 θ
i 6π/2 across the β i

+ and β i
− branches), however, does not depend

on the initial position, as is evident from the fact that the calculations based on the
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FIGURE 9. Growth rate σ as a function of θ̄ i = (θ i − θ i
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min) and τ for the
(a) β i

+ and (b) β i
− branches for ρ = 0.33 and x0 = 2.69. (c) Maximum growth rate σ ∗ as

a function of x0 and τ for ρ = 0.33. The initial conditions for all the plots are given by
(xi, xi tan(30◦)) with the trajectory passing through (x0, 0).

initial position (x0, 0) (shown in figure 6b) agree quantitatively with the calculations
based on the initial position (xi, xi tan(30◦)) (shown in figure 9c).
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