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The response of a laminar premixed methane-air flame subjected to flow perturbations around a steady state is examined experimentally and using a linearized compressible Navier-Stokes solver with a one-step chemistry mechanism to describe combustion. The unperturbed flame takes an M-shape stabilized both by a central bluff body and by the external rim of a cylindrical nozzle. This base flow is computed by a nonlinear direct simulation of the steady reacting flow, and the flame topology is shown to qualitatively correspond to experiments conducted under comparable conditions. The flame is then subjected to acoustic disturbances produced at different locations in the numerical domain, and its response is examined using the linearized solver. This linear numerical model then allows the componentwise investigation of the effects of flow disturbances on unsteady combustion and the feedback from the flame on the unsteady flow field. It is shown that a wrinkled reaction layer produces hydrodynamic disturbances in the fresh reactant flow field that superimpose on the acoustic field. This phenomenon, observed in several experiments, is fully interpreted here. The additional perturbations convected by the mean flow stem from the feedback of the perturbed flame sheet dynamics onto the flow field by a mechanism similar to that of a perturbed vortex sheet. The different regimes where this mechanism prevails are investigated by examining the phase and group velocities of flow disturbances along an axis oriented along the main direction of the flow in the fresh reactant flow field. It is shown that this mechanism dominates the low-frequency response of the wrinkled shape taken by the flame and, in particular, that it fully determines the dynamics of the flame tip from where the bulk of noise is radiated. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4918672]

I. INTRODUCTION

This study is motivated by a general lack of understanding of the flame response to flow perturbations. This response is needed to determine the stability of combustors with respect to thermo-acoustic instabilities and to predict combustion noise emission from these systems.¹ These two issues cause several difficulties in the development of high-performance combustion systems, especially as improved efficiency and lower pollutant emission levels are concerned.²,³ Gaining insight into the fundamental mechanisms that dominate the response of flames to unsteadiness is mandatory to reducing combustion noise emission and self-sustained combustion instabilities in real systems.

There are different ways to analyze the response of flames to flow perturbations which are briefly reviewed below. An alternative methodology is proposed in this work where the reacting base flow is calculated by direct simulations of the compressible Navier-Stokes, energy, and species
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transport equations. The response of this flow to small perturbations is then computed by solving the linearized set of equations around this base state. This linearized solver allows the rapid determination of flame frequency and impulse responses to flow disturbances over the full frequency range of interest and the componentwise investigation of different contributions yielding large unsteady heat release rate fluctuations or maximum sound radiation. This approach offers a general framework for flow sensitivity analysis and optimal forcing.

Before proceeding, it is worth analyzing the current strategies used to infer the response of flames to flow perturbations. In realistic systems with complex geometries, many techniques have been developed to determine the flame frequency response to harmonic flow excitations. Acoustic characterizations are preferred when optical access is limited, as is often the case in real systems.4,5 When optical access is possible, this response is generally characterized experimentally by determining flame transfer functions (FTFs) or, more recently, flame describing functions relating heat release rate disturbances to flow rate or mixture composition oscillations produced at some location in the injector for different flow and excitation conditions.6–12 These characterizations have proven valuable for linear and nonlinear stability analyses of the system dynamics; in addition, they are used to determine stability charts as the operating conditions of the combustor are modified.5,13–17

With the rapid development of high-performance computing resources, it is nowadays also possible to capture the response of flames to flow disturbances in complex combustor geometries by solving the compressible Navier-Stokes equations in multi-species reacting flows using Large-Eddy Simulation (LES) tools.18–20 These simulations, however, remain difficult and incur considerable computational costs. For this reason, they are often limited to the analysis of the system response to a single forcing frequency or to the simulation of the dynamics of self-sustained oscillations initiated from small or finite-level initial perturbations to a limit cycle.21–23 System identification tools have also been applied to LES simulations to estimate the flame transfer function.24,25 These techniques are based on the forcing of the flame using a small-amplitude broadband noise, assuming the flame response to be linear. There is thus an ongoing effort to develop low-order numerical and analytical models aiming at improving the description of the flame dynamics in configurations of increasing complexities at reduced computational effort.

In the case of premixed flames, these low-order models generally rely on a level-set description of the flame front motion that is reduced to a flame sheet separating the fresh reactants from the burnt gases. This interface propagates in the normal direction with the flame speed and is also advected by the flow. Assuming simplified flow and flame topologies and prescribing different types of flow perturbations, it is possible in many cases to describe wrinkles produced along the flame sheet and deduce the resulting heat release rate disturbances. Analytical expressions for flame transfer functions and, more recently, flame impulse responses were determined using this level-set description in different generic laminar and turbulent flow configurations.26–32 These models highlight the different physical mechanisms influencing the flame response to the excitation and yield the appropriate dimensionless groups to analyze the response of flames featuring different flow topologies and subjected to different types of perturbations. They are of undeniable value to guide experimental characterizations in practical systems and to suggest control strategies.

There are, however, several difficulties to extend this level-set description to real systems characterized by complex flow topologies and complex interactions of the unsteady flame with the combustion chamber boundaries. The base flow and the flame shape are generally difficult to describe with analytical models in real systems. The way perturbations are produced and transported by or propagating through the flow is also complex to model, in particular, when these disturbances interact with shear layers.33–37 One explored possibility has been to couple the level-set description of the flame reaction sheet with the Navier-Stokes equations and then compute the response of this flow to excitations.38–41 This type of approach, relying on direct simulations of the Navier-Stokes equations, only differs by the way combustion is modeled. More detailed combustion models are now commonly used to simulate the response of flames to flow forcing.42–45

A different approach is undertaken in this work, where only the steady, reacting base flow is solved by direct simulation of the nonlinear Navier-Stokes equations assuming that chemistry proceeds through one irreversible reaction. The unsteady response of the flame is subsequently determined by solving a linearized version of these equations around this base state. This type of approach
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is well-known and widely used in sensitivity analyses of non-reacting flows, but has only recently been applied to reactive flows. This strategy also differs from the acoustic perturbation equation formulation that has been developed to analyze combustion noise. In this hybrid approach, the noise sources are extracted from large-eddy simulations and the sound field is computed with an aeroacoustic solver, but the flame does not respond to the incident sound field. In the linear method presented herein, a steady base flame is computed and perturbations are supposed to develop around this base state without modifying it. The methodology is validated in a generic laminar configuration by comparison with experiments. It is then used to improve our understanding of the interactions taking place between the unsteady flow and the flame in response to imposed excitations.

It is thus worth synthesizing the current state of knowledge of unsteady flames and flow-interactions leading to heat release rate disturbances. Only perturbation scales much larger than the chemical-reaction and thermal thicknesses are considered, such that the reaction layer where combustion takes place can legitimately be approximated by an infinitely thin interface separating the reactants from the combustion products. This approximation is valid because flames are known to act as low-pass filters for flow perturbations with a cutoff frequency much lower than frequencies associated with disturbances interfering with the flame’s internal structure. Most studies have considered the canonical problem of flame wrinkling produced by acoustic, hydrodynamic, or mixture-composition perturbations. For flame sheets inclined with respect to the main direction of the flow, it has been shown that flame wrinkles are produced by disturbances normal to the reaction layer which are convected by the mean flow along the flame front. The flame motion corresponds then to a delayed system consisting of the convection of flame-root oscillations as well as flow disturbances integrated along the flame front. These wrinkles originate from all conceivable mechanisms altering the flame displacement speed or the velocity field. The physics associated with these different contributions is currently well described, and many effects can be captured by low-order models.

However, the interactions of flame wrinkles with the flow field are still an active field of research. The effects of gas expansion through the flame have been considered in the context of flame stability. These efforts led to an accurate description of the Landau-Darrieus instability through linear and nonlinear analyses. When the system is stable, it is known from experiments that acoustically perturbed flames or flames in a steady flow subjected to oscillations of its anchoring points produce hydrodynamic disturbances in the vicinity of the reaction layer. These disturbances have first been detected in velocity measurements along the symmetry axis of conical flames subjected to acoustic excitations. Three regimes have been identified. At low frequencies, the phase lag of velocity fluctuations recorded in the fresh stream of reactants scales with the inverse of the injection flow velocity. At high frequencies, these disturbances propagate in the entire fresh stream at the speed of sound. At intermediate frequencies, transitions between these two regimes can be detected, with abrupt phase changes. The region where flow disturbances are convected narrows closer to the flame front as the forcing frequency increases. This type of feedback has also been identified for flames subjected to mixture-composition oscillations. However, the detailed mechanisms by which the flame modifies the upstream, perturbed flow field remain to be determined and modeled. These issues constitute the second objective of the present work.

The article is organized as follows. Results of experiments conducted for a laminar premixed methane/air M-flame subjected to acoustic forcing are presented in Sec. II. The numerical methodology developed to capture the base flow is then presented in Sec. III together with the simulations of the steady configuration. This section ends with the description of the linear solver. Results for the flame impulse and flame transfer functions are then compared to measurements in Sec. IV. This comparison is used to validate the developed methodology and to identify the flow regions where large heat release rate fluctuations and noise emissions take place. Effects of the flame dynamics on the unsteady flow field are examined in Sec. V.

II. REFERENCE EXPERIMENTS

The configuration studied in this work is a laminar M-flame (MF) stabilized at the nozzle outlet of a burner equipped with a central rod (MF in Fig. 1). A methane-air mixture is injected at the
bottom of the burner. This mixture passes successively through a perforated plate, a laminarization
honeycomb grid, and a converging nozzle of \( r_1 = 11 \) mm outlet radius. A cylindrical, metallic rod
of \( r_0 = 3 \) mm radius is placed on the burner axis. The flat top of this rod lies 2 mm above the nozzle
outlet plane. This burner is used to anchor laminar flames featuring different shapes.6,62 A conical,
V-, or M-flame can be stabilized depending on the injection and ignition conditions (Fig. 2). The
case of a flame featuring an M-shape anchored both at the nozzle outlet rim and on the central rod is
studied herein. This configuration has been selected because it is very sensitive to flow unsteadiness
with large heat release rate fluctuations and large emission of noise.5,62

An image of a nearly stoichiometric M-flame, with an equivalence ratio of \( \phi = 1.04 \), is shown in
Fig. 2 for a bulk injection velocity \( u_b = 1.97 \) m s\(^{-1}\) at the annular nozzle outlet at room temperature.
The flame height measured along the burner axis is \( h = 16 \) mm. In the absence of external forcing,
the broadband noise level measured in the lab with a microphone set at \( r_\infty = 0.25 \) m away from the
burner axis does not exceed 70 dB. A loudspeaker placed at the bottom of the burner and shown
in Fig. 1 is used to modulate the flow with harmonic excitations. The axial-velocity perturbation
produced at the burner outlet is measured by a Laser Doppler Velocimeter (LDV) \( z = 2 \) mm above
the injection plane, i.e., at the same level as the top of the central rod and close to the center of the
annular rim, \( r = 7 \) mm away from the burner axis. Images of the flame response were recorded with
an intensified CCD (ICCD) camera equipped with a UV Nikkor objective that was triggered by the
forcing signal sent to the loudspeaker.

![Experimental setup comprising a laminar burner with a central rod and a loudspeaker to modulate the flow. A PM with interferometric filters (OH* or CH*) collects the light emission from the flame. A microphone (M) records the radiated pressure at a distance \( r_\infty \) from the burner axis. A LDV and an ICCD, not shown here, are also placed around the setup to measure the flow velocity and to record flame images.](image1)

FIG. 1. Flame topologies for different injection and ignition conditions. Left: conical flame, \( \phi = 1.11, u_b = 1.7 \) m s\(^{-1}\). Middle: V-flame, \( \phi = 1.11, u_b = 2.3 \) m s\(^{-1}\). Right: M-flame, \( \phi = 1.04, u_b = 1.97 \) m s\(^{-1}\).
When forced at a finite amplitude, the M-flame wrinkles as shown in Figure 3. Perturbations are convected along the flame front towards the flame tip. Relative fluctuations of the flame chemiluminescence intensity $I'/I$ are plotted as a function of time in Fig. 3 for a harmonic velocity modulation $u'/u_b = 0.25$ at $f = 150$ Hz, where $u'$ denotes the rms-fluctuations of the axial velocity. This signal already contains a large harmonic component and is out of phase with the sinusoidal velocity signal $u$ at the burner outlet. Images (a) and (b) in Fig. 3 correspond to a pinching of the flame front leading to the release of a flame torus. This phenomenon leads to a sudden drop of the flame chemiluminescence intensity $I'/I$ in the oscillation cycle. This rapid rate of flame surface destruction corresponds to a pressure peak in the sound pressure $p'(t + \tau)$ recorded by the microphone, represented by the thick line in Fig. 3. The time lag $\tau = r_\infty/c_0$ corresponds to the propagation time of sound waves from the compact source region to the microphone location at the speed of sound $c_0 = 340$ m/s. The pressure predicted from combustion noise theory is represented by the thin line in Fig. 3. This estimate compares well with microphone measurements.

At small forcing amplitudes, effects of the forcing frequency are considered by determining the FTF between the upstream flow velocity and heat release rate disturbances. This response is calculated by only considering the signals at the fundamental frequency associated with the forcing frequency. Heat release rate disturbances were determined by recording the flame chemiluminescence intensity signal $I(t)$ collected by the photomultiplier (PM) equipped with a CH* interferometric filter. Flame surface, flame light intensity, and heat release rate fluctuations were shown to be proportional, and one may write

$$\frac{\tilde{Q}}{\bar{Q}} = \frac{\tilde{I}}{\bar{I}} = G \exp(i\phi) \frac{\tilde{u}}{u_b},$$

where $\tilde{a}$ denotes the Fourier components of the signal $a(t)$ examined at the forcing frequency and $\bar{a}$ stands for the mean value of the signal. This frequency response was obtained by modifying the
harmonic forcing frequency for a fixed velocity perturbation level $u'/u_b = 0.08$ at the burner outlet controlled by LDV.

Results for the gain $G$ and phase lag $\varphi$ of the FTF are presented in Fig. 4 in terms of a Strouhal number $St = f(r_1 - r_0)/S_d$, where $St$ denotes the angular forcing frequency and $S_d$ the laminar burning velocity of the combustible mixture. The FTF has a gain of unity at very low frequencies. It then takes on values lower than unity and reaches a minimum at about $St \approx 1.5$. The gain then increases and takes on values larger than unity for $St \geq 2$ with a peak of about $G = 1.5$ at $St = 4$, indicating the amplification of the flow perturbations by the flame within this frequency range. Higher forcing frequencies are progressively filtered by the flame with a decrease in gain with increasing forcing frequencies. The gain is lower than unity for $St \geq 6$, and the FTF cutoff frequency, where the gain falls below 0.5, is equal to $St \approx 8$.

The FTF phase lag between velocity and heat release rate disturbances starts from zero and steadily increases with the forcing frequency. One notes an inflection point when the gain reaches the small local minimum near $St \approx 1.2$. The phase derivative is almost constant and equal to $\nu_{\varphi} = 1.2$ rad/St when $St \leq 4$. It then increases and takes on a slightly larger value $\nu_{\varphi} = 2.5$ rad $St^{-1}$ for $St \geq 4$. This steadily increasing phase lag is characteristic of perturbations convected by the mean flow with a velocity proportional to the bulk injection velocity $u_b = 1.97$ m/s, see Refs. 6 and 28.

These responses in terms of FTF and noise radiated by the perturbed flame serve as reference experiments to validate the numerical solver developed below.

III. NUMERICAL APPROACH

The numerical approach chosen in this study is based on a linear computation. This technique allows for the study of the perturbations’ dynamics without employing a reduced-order model. Strong linear couplings between the reaction layer, hydrodynamics, and acoustics are also preserved. It is assumed that these interactions can account for most physical phenomena involved in thermoacoustic interactions. The numerical code was adapted from a compressible, inert gaseous flow solver developed in Ref. 46. The conservation equations are first presented, followed by the combustion model. Different approximations are introduced in this version of the solver for the description of species transport and combustion. They are listed below. Only the minimum material, needed to capture the response of laminar flames to small flow disturbances, was included in the numerical approach. These assumptions are assumed to retain the most important features of the laminar flame dynamics and are intended as a first step towards more complex models. This approach should highlight the principal physical mechanisms involved in acoustic amplification rather than to lead a close quantitative comparison.
A. Governing equations

A viscous, axisymmetric, compressible, reactive laminar flow is considered. Throughout this study, the Lewis number of all species is taken as unity. To simplify the problem, heat capacities are also kept equal and constant for all species. Species diffusion fluxes are modeled by Fick’s law. The governing equations for density $\rho$, the velocity field $\mathbf{u}$, total energy $E$, and the $k$th species mass fraction $Y_k$ are given as

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0,$$

$$\frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u}) = -\nabla p + \nabla \cdot \mathbf{\tau},$$

$$\frac{\partial \rho E}{\partial t} + \nabla \cdot (\rho E \mathbf{u}) = \dot{\omega}_T - \nabla \cdot \mathbf{q} + \nabla \cdot \left( \mathbf{\tau} \cdot \mathbf{u} \right),$$

$$\frac{\partial \rho Y_k}{\partial t} + \nabla \cdot (\rho Y_k \mathbf{u}) = -\dot{\omega}_k + \nabla \cdot \left( \rho D \nabla Y_k \right),$$

where

$$\dot{\omega}_T = \Sigma_k \dot{\omega}_k \Delta h^0_{f,k}$$

and $p$ is the pressure, $D$ denotes the diffusion coefficient common to all species, $\mathbf{\tau}$ stands for the stress tensor, $\Delta h^0_{f,k}$ is the formation enthalpy of species $k$ at the reference temperature $T_0 = 300$ K, and $\dot{\omega}_k$ represents the production rate of species $k$. In our case, only the fuel mass fraction is explicitly computed and $k = 1$. In what follows, reaction rate and fuel mass fraction will be, respectively, designated with $\dot{\omega}_f$ and $Y_f$. A Newtonian fluid with viscosity $\mu$, given by Sutherland’s law, is considered to link the stress tensor to the velocity flow field. Details on the implementation of these equations for an axisymmetric configuration can be found in Refs. 46 and 64.

B. Chemistry

A one-step, one-way chemistry was used to model the premixed flame. The flame is supposed to be stoichiometric, even though experiments were conducted at a slightly rich condition with a mixture ratio of $\phi = 1.04$. The fuel mass reaction rate is given by an Arrhenius model of the form

$$\dot{\omega}_f = A \rho Y_f \exp \left( -\frac{T_a}{T} \right),$$

where $A$ is the Arrhenius prefactor and $T_a$ is the activation temperature. These parameters were set to stabilize the flame on the burner at a prescribed displacement speed reproducing the same flame topology as shown in experiments, while keeping the flame thickness within a reasonable range. These conditions were obtained for an Arrhenius prefactor set to $A = 6.04 \times 10^5$ $S^{-1}$ and for

$$\frac{T_b}{T_a} = 6.47 \quad \text{and} \quad \frac{T_a}{T_u} = 40,$$

where $T_u$ denotes the temperature in the injection unit, fixed at 300 K, and $T_b$ stands for the temperature of burnt gases. The associated Zeldovitch parameters are accordingly

$$\alpha = \frac{T_b - T_u}{T_b} = 0.845 \quad \text{and} \quad \beta = \alpha \frac{T_a}{T_b} = 5.23.$$

These parameters correspond to a flame of thickness $\delta \approx 0.05$ mm stabilized on a burner of 0.7 mm in diameter. This flame is also faster $S_d \approx 3.63$ m/s than the laminar burning velocity $S_d = 0.39$ m/s of the methane/air flame considered in the experiments. The computed flame thus admits a bulk injection velocity of $u_b = 20.79$ m/s, which is rather high for air-combustion hydrocarbon flames, but reasonable for oxy-fuels. Stoichiometric methane-oxygen flames have a laminar burning velocity of 3.3 m/s close to the value used in the simulations. In what follows, all quantities are expressed with respect to the tube radius $r_{\text{tube}} = 0.7$ mm, the tube bulk injection velocity $u_b$, and the unburned gas temperature $T_u = 300$ K.
These choices were guided by a compromise between simulations of realistic, laminar flame configurations, and optimization of the computational effort. It allowed for a validation of the methodology, before considering more challenging configurations and chemistries in future studies. It is however worth mentioning that within the range of frequencies considered in this study, the flame remains compact with respect to acoustics. Indeed, the characteristic acoustic wavelength considered here is of order $L/M_a$, where $L$ is the flame characteristic length. In our case, $L$ is typically of the order of the tube radius. Furthermore, the Mach number is kept low, with a local value of $M_a \leq 0.1$, which enforces a length scale separation that should maintain the validity of our results for more complex cases.

### C. Geometry

The numerical domain consists of an annular pipe expelling gases into a cylindrical region shown in Figs. 5 and 6. The combustible mixture is injected through the annular pipe of internal radius $r_0 = 0.27$ and external radius $r_1 = 1$ and burns at the exit. This computational domain was split into two regions, the first one containing the annular pipe and the second one containing the exit region. The burnt gases expand into the atmosphere via absorbing boundary conditions. The fresh reactants are injected through the annular tube which has been taken sufficiently long to contain one full period of an acoustic wave at the characteristic flame frequency $S_d/(r_1 - r_0)$, where $S_d$ is the laminar burning velocity. In what follows, flame front (a) will be designated as the “internal flame front,” while flame front (b) will be referred to as the “external flame front.”

Using the bulk injection velocity $u_b$ and the outer radius $r_1$ as reference scales, the corresponding Reynolds number has been set to $Re = 950$, and the bulk Mach number in the tube at $T_u$ to $Ma = 0.065$ for a maximum local injection Mach number of $Ma_{\text{max}} = 0.1$. The maximum base-flow velocity at the injection plane was measured as $u_{\text{max}} = 1.54$. Compared to the reference experiment, this sets the Reynolds number of our simulation lower by a factor of 2 and the injection Mach number one order of magnitude higher. The choice of flow parameters and geometric dimensions, however, has been driven by computational limitations. In fact, the Courant-Friedrichs-Lewy (CFL) condition locally imposes

$$dt \approx \frac{dx}{U_{0,\text{loc}} \left(1 + \frac{1}{Ma_{\text{loc}}}\right)}$$

for compressible computations, which imposes a rather stringent constraint on the Mach number.

In the following, we use the same Strouhal number to allow a compare between numerical results and experimental data. We thus define

$$St = \frac{f (r_1 - r_0)}{S_d}.$$
D. Numerical details

Spatial derivatives have been computed to third-order accuracy using a 11-point stencil, optimized in the Fourier domain. Time integration has been performed using a 10-step, strongly stability-preserving, fourth-order Runge-Kutta method. The flame has been fully resolved. For nonlinear simulations, an operator-splitting method has been used to solve for the chemistry. At each intermediate Runge-Kutta step, the following partial system is employed:

\[
\frac{\rho E(t + dt) - \rho E(t)}{dt} = \Delta h_f^0 \dot{\omega}_f(t + dt),
\]

(12)

\[
\frac{\rho Y_f(t + dt) - \rho Y_f(t)}{dt} = -\dot{\omega}_f(t + dt).
\]

(13)

This system is solved for \((\rho E(t + dt), \rho Y_f(t + dt))\) using a Newton-Raphson technique, based on the time step \(dt\) of the global Runge-Kutta step. The resulting value of \(\dot{\omega}_f(t + dt)\) is then used in Eq. (5). This method was observed to yield consistent, stable results for the range of time steps typically encountered in our simulations. In the worst case, this scheme locally decreases the temporal accuracy of the simulation to first order for the chemistry terms. This apparent loss in precision, however, has no impact on subsequent simulations, since the nonlinear computations were only used to establish a steady base flow. The discretized system contained a total of 2,785,280 degrees of freedom, and simulations were conducted at a CFL number of 1.18. An implementation on parallel architectures has been handled via the PETSc library.

E. Base flow

In order to perform a linearized simulation, a steady-state solution is required. This base flow represents the solution of the system,

\[
\nabla \cdot (\rho_0 u_0) = 0,
\]

(14)

\[
\nabla \cdot (\rho_0 u_0 \otimes u_0) = -\nabla p_0 + \nabla \cdot \tau_0.
\]

(15)

\[
\nabla \cdot (\rho_0 u_0 E_0) = \dot{\omega}_{f,0} \Delta h_f - \nabla \cdot q_0 + \nabla \cdot \left( \tau_0 \cdot u_0 \right),
\]

(16)

\[
\nabla \cdot (\rho u_0 Y_{f,0}) = -\dot{\omega}_{f,0} + \nabla \cdot (\rho D \nabla Y_{f,0}).
\]

(17)

In all cases explored in this study, the nonlinear simulation showed that the flow is naturally convectively unstable. Indeed, the flame produces a hot shear layer associated with a Kelvin-Helmholtz instability. This is not surprising as hot jets at these working conditions are typically either convectively or absolutely unstable. This instability mostly influences the hot products downstream of the flame; it was further assumed to have a negligible impact in this study. In order to suppress this unsteady dynamical component, a selective frequency damping (SFD) technique has been applied. To this end, two linearly coupled equations are simultaneously advanced in time: the first equation

FIG. 6. Typical mesh used in simulations, coarsened four times in each direction. The shaded regions are treated as non-slipping walls.
associated with the field variables and the second equation describing an observer state. The observer is damped such that the dynamics of the field variable no longer retains the unstable, unsteady state. It is readily verified that upon convergence of the procedure, a steady state of the nonlinear reactive compressible Navier-Stokes equations is obtained. This solution has been taken as the base flow and is presented in Fig. 7, visualized by temperature. In this figure, the shear layer is confined to the mixing layer (in grey) away from the flame.

IV. LINEAR RESPONSE ANALYSIS

A. Linearization

We proceed by carrying out a full, exact linearization about our base flow, using the direct numerical linearization technique developed in Ref. 76 which allows an efficient implementation and evaluation of the linear operator (about a given base flow) underlying a nonlinear numerical simulation. For the case of a reacting compressible flow, following a reordering of matrix components, this procedure provides numerical access to the linearized operator \( A_{\text{full}} \), split into respective physical mechanisms. For example, we obtain

\[
A_{\text{full}} = A_{\text{flow}} + A_{\text{chem}},
\]

where \( A_{\text{flow}} \) is the operator associated with the compressible non-reactive flow dynamics, while \( A_{\text{chem}} \) is the operator associated with the linearization of \( \dot{\omega}_T \) and \( \dot{\omega}_f \) in Eqs. (4) and (5). It is worth noting that in a linearized simulation, the state vector is defined up to a multiplicative constant. This justifies the use of dimensionless numbers to express results.

B. Impulse response analysis of the system: The transfer function

In order to evaluate the effects of acoustic waves on the flame, a planar acoustic forcing is employed. The acoustic source distribution is presented in Fig. 5. The acoustic forcing is introduced as a set of source terms, uniform in the \( r \)-direction, with a Gaussian-shaped amplitude, centered about \( x = -0.1 \) upstream of the injection plane and with a characteristic width of 0.02, i.e.,

\[
f(r, x) = \begin{pmatrix}
\rho_f(x) \\
\rho_f(x)u_0(r, x) \\
\rho_f(x)v_0(r, x) \\
\rho_f(x) \left( \frac{c_0^2}{\gamma - 1} + 0.5 (u_0^2 + v_0^2) \right)(r, x) \\
\rho_f(x)Y_0(r, x)
\end{pmatrix},
\]

with

\[
\rho_f(x) = \frac{\rho_{\text{loc}}(x)}{\int_{-\infty}^{\infty} \rho_{\text{loc}}(x') dx'},
\]

\[
\rho_{\text{loc}}(x) = \exp \left( -\frac{(x + 0.1)^2}{0.02^2} \right).
\]

FIG. 7. Base flow used for the linearization procedure, visualized by temperature ratio \( T/T_u \) with \( T_u = 300 \text{ K} \).
The above expressions define a set of density sources acting at constant entropy; such a set has been found to generate nearly pure, acoustic waves. The response of the flame to this forcing is determined by computing a numerical impulse response. In experiments, the linear flame response is typically inferred frequency-by-frequency using an harmonic forcing as in Fig. 4. In numerical simulations, a low-amplitude broadband signal, such as a random binary signal, can be applied to identify the system impulse response. In our case, initial conditions have been applied using Eq. (19); in particular, a volume forcing is applied at \( t = 0 \) and thereafter set to zero, and the propagation of the resulting acoustic impulse is computed. Applying a Fourier transform to this impulse response yields the transfer function to our particular forcing defined by Eq. (19).

To allow comparison with experiments, this transfer function has been further modified according to

\[
(\rho u)_b = \frac{1}{\pi(r_1^2 - r_0^2)} \int_{r_0}^{r_1} 2\pi r (\rho u)_x' (x, r) dr
\]

as an input. In experiments with \( Ma \ll 1 \), we have \( \tilde{u}/u_0 \gg \tilde{\rho}/\rho_0 \) and \( (\tilde{\rho}u)/(\rho u)_0 \approx \tilde{u}/u_0 \). In our case, with \( Ma = 0.1 \), the density term has been retained; it introduces a correction of typically two percent to the transfer function. In addition, the transfer function, for a field variable \( g \), has been formulated in the form

\[
TF_g = \frac{\tilde{g}/g_0}{(\rho u)'_b / (\rho u)_b},
\]

where \( \tilde{g} \) denotes the Fourier transform of the impulse response of \( g \).

In Fig. 4, the FTF consists of the computation of the transfer function associated with the relative CH* light intensity using the relative bulk velocity perturbation as an input. A numerical simulation allowing a direct access to the heat release rate, the relative variations of this quantity was used as an output here. For this reason, the variable \( g \) in the expression above has been taken as the volumetric integral of the heat release rate \( \dot{q} \), i.e.,

\[
g = \dot{q} = \int_{\Omega} \omega_T d\Omega,
\]

where \( \Omega \) stands for the computational domain. The corresponding transfer function \( TF_q \), presented in Fig. 8, thus quantifies flame sensitivity to acoustics in the limit of infinitesimal perturbations.

Figures 4 and 8 can now be easily compared. Experiments show an asymptotic value of one for the transfer function as \( St \to 0 \), with a local minimum at \( St = 1.5 \) and a local maximum at \( St = 4 \); the phase is linearly increasing over the same range of frequencies, at a rate of 2.5 rad \( St^{-1} \). The linear variation of the phase, present in both Figs. 4 and 8, is characteristic of the phase delay \( \varphi \) associated with wave propagation of the form

\[
\varphi = kx = \frac{2\pi St}{U_c} x,
\]

FIG. 8. Amplitude and phase of the computed flame transfer function.
where $U_c$ is the characteristic velocity of the wave considered. Here, we have $U_c \approx 1$ which corresponds to a hydrodynamic velocity. The predicted phase is also linear in frequency with a coefficient proportional to the distance $x$ from the injection plane. These relations are correctly predicted by the numerical simulation; however, quantitative differences appear in the values of the gain for the local maximum and minimum, as well as in the rate of decrease of the gain past its maximum. This may be attributed to insufficient accuracy of our chemistry model, to the length-scale separation between the simulated and the real flame, or to the finite amplitude of the perturbations used in experiments. As this study focuses on the physical mechanisms associated with flame/acoustic interactions, the above results seem adequate to validate our approach.

According to Rayleigh’s criterion, if the unsteady rate of heat released is positively correlated to the pressure of the oscillation, thermoacoustic amplification will occur. We have

$$\lambda \propto \int_0^{\frac{2\pi}{\omega}} p_{in} q \, dt, \quad (26)$$

with $\lambda$ as the pressure amplification and $p_{in}$ as the forcing pressure. As presented in Fig. 9, an evaluation of the integral unsteady heat release phase and gain also allows the prediction of frequency ranges where amplification can be observed. However, this provides little information on which spatial regions are subject to large acoustic amplification due to chemistry. In addition, we also wish to identify (and visualize) the acoustic sources induced by unsteady chemistry.

Generating such a map in space for a given frequency requires us to compare pressure levels at different points, and in doing so, compensation for propagation effects is necessary. In the far-field region, such comparisons are typically achieved using asymptotic expressions; in the near field, however, a different approach has to be used. Additionally, our strategy aims at isolating chemical unsteady heat release effects from linear computations, which ultimately allows for an isolation of the acoustic field induced by unsteady chemistry. We therefore perform two sets of computations: a first simulation with (linear) chemistry and a second one without reactive terms. In linear numerical studies, the base flow is typically assumed constant throughout the simulation, and ignoring flame
effects on the linear acoustics is equivalent to keeping a reacting baseflow (with strong temperature gradients) while switching off linear chemistry terms.

Following the previous formalism, the matrix

$$A_{\text{full}} = A_{\text{flow}}$$

is then used instead of Eq. (18), while keeping all other simulation parameters identical. Applying our system analysis technique to the full system with (18) then yields the full transfer function $TF_{p,full}$, while using (27) leads to the transfer function without linear chemistry $TF_{p,partial}$. The ratio between these two transfer functions, i.e.,

$$\Delta TF_p = \frac{TF_{p,full}}{TF_{p,partial}},$$

then characterizes the amplification of acoustic waves by the flame, without being influenced by propagation effects or by interactions with the hydrodynamics.

Figure 10 presents, at the point $x = (4, 1)$, the transfer functions $TF_{p,full}$ and $TF_{p,partial}$, as well as a graphic interpretation of $\Delta TF_p$. Two frequency ranges can be distinguished: for $St < 6$, strong acoustic amplifications due to unsteady chemistry occur, while for $St > 6$, both transfer function curves coincide. This observation is in agreement with the flame transfer function shown in Fig. 8. At high forcing frequencies, the flame saturates and no amplification is observed; the same behavior is observed in Fig. 4.

C. Acoustic amplification map

Instead of considering the variation of acoustic amplification with frequency at a given location, our procedure allows for the comparison of the transfer function $\Delta TF_p$ for varying points in space at a prescribed frequency. This results in a spatial map of acoustic amplification, such as presented in Fig. 11, for $St = 3.54$ and $St = 10.58$.

At both frequencies, the spatial structures related to acoustic amplification are comparable. However, the amplitudes in both cases are drastically different. Confirming previous observations, at $St = 3.54$, the gain reaches a maximum of 25 dB, while at $St = 10.6$, a maximum of 1.7 dB is obtained. Moreover, these local maxima of amplification are located at the flame tip, which is in agreement with experimental light intensity measurements in Figs. 3(a) and 3(b). Indeed, the local nonlinear heat release rate at the flame front can be expressed as

$$d\dot{q} = \rho_1 S_f \Delta h dA,$$

with $\rho_1$ as the upstream density, $S_f$ as the normal flame front speed, defined with respect to the flow, $\Delta h$ as the mass heat of reaction, and $dA$ as an infinitesimal flame surface element. According to
Markstein’s asymptotic analysis, the flame speed mostly depends on stretch, which in turn suggests that the heat release rate will be particularly affected by disturbances at regions of maximum curvature. Dilatation effects will thus be important at the flame tip and result in high acoustic amplitudes. The above figures also underline the necessity of taking local inhomogeneities of heat release into account when estimating interactions between the flame and acoustics. In particular, an approach solely based on flame-surface computations may underestimate unsteady heat-release amplitudes by a significant amount.\textsuperscript{77,78}

Our operator decomposition method has the capability of delineating various physical mechanisms, which is certainly not restricted to only the estimation of pressure amplification. For instance, for flame instabilities it can isolate hydrodynamic effects from chemistry influences and help guide an analysis of the most prevailing mechanisms and physical processes. In our present study, this strategy has identified vorticity as a crucial component in the linear flame-front dynamics.

V. ACOUSTICALLY INDUCED VORTICITY AT THE FLAME FRONT

A. Convective modes upstream of the flame

When a flame is acoustically forced, a coherent velocity mode appears in the region between the internal and external flame fronts, as shown in Fig. 12. The phenomenon appears either with (left subfigure) or without (right subfigure) unsteady chemistry. In what follows below, this mode is referred to as the flame-induced oscillatory mode (FIOM). The rise of this mode has been reported in experiments by Baillot \textit{et al.}\textsuperscript{60} for the case of a conical flame. Birbaud \textit{et al.}\textsuperscript{34} studied the change in apparent phase speed of the upstream velocity with frequency. Two characteristic behaviors have been observed with (i) a slow convective mode and (ii) a quick acoustic forcing. The transition between both modes in space could be very abrupt and even associated with locally negative phase velocities. In this present study, the same approach is employed. The variation of the upstream values of the velocity has been interpolated from impulse response data on a line presented in Fig. 13. The obtained velocity was then projected onto this line and normalized according to

\begin{equation}
TF_{FIOM}(\tilde{s}, \text{St}) = \frac{\tilde{u}_i(\tilde{s}, \text{St})}{\tilde{u}_i(\tilde{s} = 0, \text{St})},
\end{equation}

where \(\tilde{s}\) is the local arclength of the line, taken from upstream to downstream. The resulting transfer function \(TF_{FIOM}\) is then of the form \(|TF_{FIOM}| \exp(i\varphi\). Assuming that \(\tilde{u}\) is linked to a propagating...
FIG. 12. Longitudinal velocity for a linear forcing at St = 2.64, in established regime, with (left) and without (right) linearized chemistry. The colormap is identical for all figures.

FIG. 13. + symbols denote positions of the extracted points (in white) for the characterization of the FIOM. Background colors are based on the temperature.
wave allows us to define a pseudo-phase speed as

\[ \nu_{\varphi} = \frac{\omega}{\partial \varphi / \partial \tilde{s}}. \]  

(31)

The results of this decomposition (in norm and phase velocity) are presented in Fig. 14. Data is shown as a function of the axial position \( x \) and of the Strouhal number defined as previously.

Typically, acoustic waves are faster than convective waves by a factor of \( 1/Ma \), equal to ten in our study. A phase speed of order one will thus be labelled as “convective,” while a phase speed of order ten will be referred to as “acoustical.” Three behaviors can be distinguished. (i) At low Strouhal numbers (\( St < 6.3 \)), a slow, convective mode dominates, characterized by dark blue regions in the phase-speed plot and by a stable amplitude in space. For instance, at \( St = 5 \), the phase speed is essentially constant and equal to 1.5 with a slowly varying gain. (ii) For mid-range Strouhal numbers (6.3 < \( St < 32 \)), the amplitude of the velocity decreases along the line, as the convective wave vanishes. A convective and acoustic wave co-exist, which leads to locally negative phase speeds in agreement with previous observations. Diagonals in the phase velocity map appear. They are related to the interference either between acoustic waves reflected by the flame surface or between acoustic and convective waves. In this regime, the flow becomes gradually dominated by the acoustic forcing as the frequency increases. This tendency is visualized by a shift in background turning from blue to red at 6.3 < \( St < 32 \) in Fig. 14. (iii) For very high frequencies (\( St > 32 \)), a detailed study of phase speeds shows that the flow is dominated by unreflected, propagating acoustic waves.

A small region of negative phase speeds appears at very low frequencies. It is believed that this region is associated with the frequency cutoff of the FIOM at low Strouhal numbers.

Given the richness of this dynamics, a direct analysis appears difficult. However, using the analysis technique developed in Sec. IV, we are able to isolate the effects of unsteady chemistry.

**B. Identification of vorticity sources**

In this section, we focus on the low-frequency regime. All computations have been performed at \( St = 2.64 \), and unsteady chemistry has been considered.
In Fig. 15, the presence of a vorticity sheet confined to the flame-front region can be observed. As the flame is periodically pulsed, the internal and external flame fronts are in quasi-phase opposition; this situation is illustrated in Fig. 16.

Through their interaction, the two vorticity sheets induce a dominant longitudinal velocity, confined inside the flame region. The vortices are convected by the flow along the flame fronts. This induces and sets the speed for a convective mode appearing between the internal and external flame fronts. The same mechanism also seems to provide a satisfactory explanation for the FIOM.

In unsteady simulations with linear chemistry, the phase speeds of heat release and of vorticity dynamics are closely correlated, as shown in Fig. 15. This suggests that the above flame-induced vorticity is related to the flame-front dynamics. Moreover, in Fig. 12, a hydrodynamic velocity mode appears, both with and without linearized chemistry, in the region between the internal and external flame fronts, with a notable amplitude in all computations. The mechanism underlying the FIOM...
seems to be of a hydrodynamic nature, since its appearance only weakly depends on the unsteady chemistry associated with the flame. It can further be postulated that the FIOM is linked to the dynamics of the temperature discontinuity present in the base flow. To verify this latter hypothesis, an idealized model is considered. By presuming diffusion effects to be negligible ($Re \rightarrow \infty$), the flame becomes infinitely thin — a limit that allows the modeling of the flame using a $G$-equation.

**C. Analytical development of the flame dynamics**

The $G$-equation is based on a level-set method to represent the flame, where the flame front is identified as the zero-level of a globally defined function $G$, with $G > 0$ in the region of burned gases and $G < 0$ for fresh gases. This zero-level moves at a speed $S_d$ normal to the flame front which leads to the equation

$$\frac{\partial G}{\partial t} + (\mathbf{u} \cdot \nabla) G = S_d |\nabla G|$$

on the flame front. In this formulation, the driving flame-front velocities are taken upstream of the flame.

As we adopt a perturbative approach, the variations of $G$ around a steady position $G_0$ are considered next. To this end, all fields $f$ are decomposed according to $f = f_0 + f'$ with $f_0$ as the base value of $f$ and $f' \ll 1$ as an infinitesimal perturbation. Under the assumption that the flame front does not intersect itself, it is possible to define a local frame of reference $(\mathbf{t}_0, \mathbf{n}_0)$, with associated coordinates $(X, Y)$, such that $\mathbf{t}_0$ is tangent to the flame front and $\mathbf{n}_0$ is normal to it. The normal vector $\mathbf{n}_0$ points from fresh to burnt gases, such that $S_{d,0} = -S_{d,0} \mathbf{n}_0$. A sketch of this geometric setup is depicted in Fig. 17. The projection of the speed onto $(\mathbf{t}_0, \mathbf{n}_0)$ is denoted by $(u, v)$.

Working in this frame of reference, it can be further deduced that $\partial G_0 / \partial \mathbf{n}_0 = 1$ for $G_0 \in C^1$. Thus, at first order, we have

$$G \simeq G_0 - \xi(s, t), \quad \xi \ll 1,$$

$$\frac{\partial \xi}{\partial t} + w_0 \frac{\partial \xi}{\partial s} - v' = -S'_d.$$  

In practice, this model corresponds to a geometrically unchanged surface of discontinuity, given implicitly by $G_0 = 0$, for which jumps depend on Eq. (34). This jump also represents the feedback of the flame dynamics on linear perturbations. Equation (34) is the trace of the base-flow discontinuity dynamics. In this model, unsteady chemistry is only accounted for via the forcing term $S'_d$. Besides, it is well-known that the flame structure and, in particular, the flame speed only depend on stretch and the equivalence ratio, in the limit of low stretching. This stretch is the consequence of flame curvature and of upstream velocity surface divergence. In the absence of fuel perturbations, unsteady heat release only has a weak effect on the flame dynamics modeled by Eq. (34). Any mechanism arising from this equation and involving weak relations to $S'_d$ would also be compatible with the FIOM and
its appearance in all our simulations. In particular, the continuity of the nonlinear tangential velocity
\[ u_2 - u_1 = 0 \]  
leads in our linear framework to the expression
\[ u'_{2} - u'_{1} = -\partial \xi / \partial s (v_{0,2} - v_{0,1}) . \]  
This also implies that, at long distance, a wrinkled flame surface acts as a vorticity sheet of local perceived intensity \( \partial \xi / \partial s (v_{0,2} - v_{0,1}) \). This result is rather classical and has been accounted for in Refs. 54 and 80 for the modeling of the Landau-Darrieus instability. Its effect on a planar flame has also been well-studied and reported. However, its influence on a flame composed of two flame fronts and a flame tip is not as well understood.

In order to validate the role of vorticity in the onset of the FIOM, Eqs. (34) and (36) have been implemented in the form of a simplified simulation.

**D. Implementation of the G-equation**

Equation (34) was further developed, based on Ref. 63, to read
\[ \partial \xi / \partial t + u_0 \partial \xi / \partial s - v' = -\kappa_1 S_{d,0} C'_{u} - \kappa_2 \nabla \cdot u'_{I}, \]  
where \( C'_{u} \) is the local linearized curvature of the flame front, \( \nabla \cdot u'_{I} \) is the divergence operator associated with the flame surface, and \( \kappa_1 \) and \( \kappa_2 \) are the Markstein lengths associated, respectively, with the curvature of the flame and with the local strain of the upstream flow. For a given input, this equation allows for the computation of the local value of \( \xi \) and its action on the upstream flow.

The vorticity sheet is accounted for by the Biot-Savart law using conventions from Fig. 17 according to
\[ \mathbf{u}_{BS}(x) = \frac{1}{4\pi} \int_{S} \frac{(x - x') \times \mathbf{n}_0}{|x - x'|^3} \times \mathbf{n}_0 \left( \frac{\partial \xi}{\partial s} (v_{0,2} - v_{0,1}) \right) dS(x'), \]  
where \( S \) denotes the flame front. This self-induced vorticity has been superimposed on the acoustic forcing for the computation of Eq. (37). The forcing has been taken as a periodic acoustic wave with a fixed frequency; a vorticity sheet is generated on the wall at the injection plane. This correction models the anchor-point dynamics and provides a Neumann boundary condition for Eq. (37),

\[ \omega_{m} = \frac{\partial \xi}{\partial s} (v_{0,2} - v_{0,1}) , \]  
where \( \omega_{m} \) is the input-speed discontinuity at the flame anchor-point. The importance of pipe corners in vorticity generation can be appreciated by an analysis of the Direct Navier-Stokes Simulation.
(DNS) results presented in the Appendix. Eqs. (37), (38), and (39) then form a closed set of linear equations.

The flame base-flow position has been set as the isolevel $\rho_0 = 0.7 \rho_{\infty}$. This value has been found to reasonably well interpolate the linear vorticity layer in the flame. The flame speed has been inferred from the two-dimensional results. For a given density level set, it has been extrapolated using

$$S_{d,0} = (\mathbf{u}_{0,2D} \cdot \mathbf{n}_0) \frac{S_{\text{ref}}}{S},$$  \hspace{1cm} (40)

where $S$ is the surface of the considered isolevel, and $S_{\text{ref}}$ is the surface of the level $\rho_0 = 0.99$, defined as the start of the preheating zone. This technique has been found to give consistent results for different density isolevels. The interpolated convective speed $u_0$ of Eq. (37) has been straightforwardly obtained with

$$u_0 = \mathbf{u}_{0,2D} \cdot \mathbf{n}_0.$$  \hspace{1cm} (41)

The computation of the Markstein lengths has proven more challenging and has resulted in strong variations in the values estimated from base-flow analysis. The lengths were, respectively, set to $\kappa_1 = 0.05$ and $\kappa_2 = 0.005$. They are in qualitative agreement with observations from two-dimensional simulations. The direct implementation of a Biot-Savart law, like Eq. (38), is known to yield numerical instabilities and requires a desingularization step to produce a stable algorithm. The characteristic thickness of the sheet has been set to $1/3$ of the flame thickness.

The last challenge in the implementation of this test case concerns the setup of the acoustic forcing. In fully compressible reactive simulations, acoustic waves have been found to be reflected by the internal and external flame front because the flame acts as a wave guide. In a first approximation, this effect has been neglected. The forcing amplitude has been determined from the initialization of a linear acoustic forcing at $St = 2.64$. The phase has then been computed based on a delay model, assuming an acoustic wave propagating along the pipe axis, i.e.,

$$\varphi = St \left( t - \frac{x}{Ma} \right).$$  \hspace{1cm} (42)

Finally, the input vorticity $\omega_i$ has been calculated from the discontinuity of the axial velocity at wall corners. These techniques have not been able to predict the acoustic fringes observed in Fig. 14 and can only provide an estimate for the anchor-point dynamics. They are nonetheless intended as an illustration of the effect of vorticity on the upstream flow induced by flame deformations.

As the system is linear and forced at a chosen nondimensional frequency $St$, the solution can be decomposed as

$$\tilde{\xi}(s,t) = \tilde{\xi}(s) \exp(i \, St \, t).$$  \hspace{1cm} (43)

The equation for $\tilde{\xi}$ is thus time-independent and has been solved using a preconditioned, iterative Generalized Minimal Residual Method (GMRES) algorithm.

Results have been post-processed using the same methodology employed for Fig. 14. Both figures use the same colormap. As can be seen in Fig. 18, the model reproduces the first low-frequency region observed in Fig. 14, in blue, in the phase diagram. The amplitude in this region is nearly constant, except for $St = 1.4$, for which a quick decay is observed. This effect is likely due to the definition of $TF_{FIOM}$ in Eq. (30) and associated with a spuriously high amplitude of $\hat{u}(\hat{s} = 0, St = 1.4)$. The critical Strouhal number has been shifted from 6.3 to 3.6.

The structure of the transitional region has been found to strongly depend on $\kappa_1$ and $\kappa_2$ and on the values of the critical Strouhal number to be closely related to the anchor-point boundary conditions. However, this region extends from $St = 5$ to $St = 10$; furthermore, it is qualitatively correctly identified in frequency. For $St > 10$, as in Fig. 14, the acoustics dominate.

Given the simplicity of our approach, these results are very encouraging and highlight the need for a careful modeling of forcing terms and flame parameters when using a $G$-equation to represent the flame front. Additionally, the model shows the importance of coupling any nonlinear $G$-equation with a resolved continuity equation, in order to take into account the effects of the flame front displacement on the upstream flow.
Finally, this study demonstrated the efficiency of our linearization technique to analyze a physical process as complex as the one occurring in a flame. It enabled us to develop a model that has been found to correctly account for the bulk of the observed physical mechanisms.

VI. CONCLUSION

Even though it is widely acknowledged that flames react sensitively to acoustic excitation, a frequency response analysis of flames to sources of sound and its dependence on governing parameters appears to be lacking. The present study is an attempt to propose a numerical approach based on linearized governing equations that provides insight into acoustically forced flame dynamics and delineates the role of hydrodynamics and reaction chemistry. To this end, the compressible Navier-Stokes equations, augmented by equations for species mass fraction and closed by a one-way, one-step chemistry model of Arrhenius type, have been linearized about an M-flame and used as a basis for a numerical frequency response analysis. The resulting flame transfer function has been found in good agreement with experimental data for a laminar premixed methane-air flame. The accuracy of the model over the considered frequency range is further corroborated by matching the heat-release fluctuations and sound emission to results from combustion noise theory.

The principal advantage of the numerical frequency response approach lies in its componentwise analysis of physical effects on a specific output quantity. In this manner, the role and dominance of purely hydrodynamic versus reactive processes can be determined and quantified independently. Furthermore, a pointwise input-output map is able to isolate regions in space that respond favorably and maximally to acoustic excitation at a given frequency.

This type of analysis, applied to the M-flame, confirmed the role of flame-front deformations in the production of hydrodynamic structures which dominate and co-exist with the acoustic field over a certain range of Strouhal numbers. In particular, acoustically induced vorticity at the flame front is purely hydrodynamically driven for $St < 6.3$. For higher Strouhal numbers, the convective mode and the acoustic wave co-exist, before the acoustic wave prevails for Strouhal numbers above 32. In the low-Strouhal regime, the convective mode is induced by a varicose response of the internal and external flame front to the acoustic forcing and dominates the flame front dynamics. A linearized
model based on the $G$-equation has been developed to provide additional insight into the flame dynamics in the convection-dominated Strouhal-number regime. In this approach, the wrinkled flame sheet is modeled by a vorticity sheet which is driven by two linearized source terms capturing the effects of localized curvature and local strain. Supplemented by a Biot-Savart equation and an anchor-point boundary condition, this model has been able to qualitatively reproduce the observations of the frequency response analysis and to duplicate (even quantitatively) the regime-switching of the convective and acoustic modes as a function of the Strouhal number. The low-frequency response of the wrinkled M-flame is thus influenced by a feedback mechanism involving the convective mode which drives the dynamics of the flame tip and thus the majority of radiated noise.
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APPENDIX: VOLUME VORTICITY SOURCES

In this section, all linear simulations take into account unsteady chemistry terms. Our analytical model relies on the assumption of an infinitely thin flame. However, in DNS computations, the flame has a finite thickness. This section intends to provide information on vorticity generation inside the finite-thickness flame front.

Only a small amount of vorticity is present in the reaction layer of the base flow, as can be seen in Fig. 19. The vorticity of the base flow is mostly associated with the acceleration of the flow between the internal and external flame fronts. The volume vorticity observed in linear simulations thus cannot be explained by a convection of base-flow vorticity. This linear vorticity field associated with an acoustic forcing at $St = 2.64$ is presented in Fig. 20. Identifying the main vorticity sources is also of interest.

The vorticity equation for compressible flow can be expressed as

$$\frac{\partial \omega}{\partial t} + (u \nabla) \omega = (\omega \nabla) u - \omega (\nabla \cdot u) + \frac{1}{\rho} \nabla \rho \wedge \nabla p + \nabla \wedge \left( \frac{1}{\rho} \nabla \cdot \mathbf{F} \right),$$

(A1)

where $\omega$ is the vorticity, and $\mathbf{F}$ stands for volume forces. In our case, gravity is neglected and $\mathbf{F} = 0$.

Within an axisymmetric framework, it is convenient to group the first two terms of the right hand side; in the following, this first group will be referred to as the dilatation sources. The third term contains baroclinic vorticity sources, while the fourth captures viscous effects. A linearization of Eq. (A1) about a steady state thus provides expressions for the different components of the linear vorticity equation. These terms have been separately evaluated and are presented in Fig. 21.

Three distinct regions can be distinguished: (i) the flame tip, (ii) the quasi-planar flame-front region, comprising the internal and external flame fronts, and (iii) the anchor-points area. The

vorticity at the flame tip can straightforwardly be interpreted as the consequence of the local, high heat release rate. The strong dilatation occurring in a restricted region leads to a strong, but localized vorticity field. In the quasi-planar flame front region, the dilatation counteracts the convection in the direction normal to the flame front. This causes confinement of the vorticity layer inside the flame front. The vorticity is only convected in the tangential direction. In this region, baroclinic and viscous effects are negligible. Finally, in the anchor-point area, baroclinic and viscous effects are dominant (by two orders of magnitude). Moreover, locally, viscous sources are one order of magnitude higher than baroclinic sources. This suggests that the vorticity is mostly generated at the anchor-points, inside the boundary layer, by viscous effects.

A simple mechanism can be suggested for this vorticity generation. The acoustic boundary layer is much thinner than the fluid-based boundary layer. At the exit, a strong radial gradient of axial velocity is thus induced at the corners. This shear generates vorticity through viscosity, which is subsequently convected along the flame front by the flow.
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