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14.1. Introduction

Acoustic metamaterials consisting in massive materials perforated

by periodic subwavelength holes [Pendry et al. (2004); Garcia-Vidal

et al. (2005); Zhu et al. (2011)] or more sparse structures involv-

ing periodic arrangement of wires [Lemoult et al. (2013)] have been

shown to be able to control the wave propagation with high flexibil-

ity. In comparison, phononic crystals have a priori higher dimensions

because of their wavelength-scale period. However, if the metama-

terial has subwavelength period, many of the observed phenomena

are attributable to Fabry-Perot type resonances, resonances in the

hole or resonances of the wires. Therefore, these structures have a
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limitation in their thickness, which has to be at wavelength scale

to produce such resonances (and thickness refers to the size in the

direction perpendicular to the plane containing the periodic cells). In

order to reduce the size of the devices, structures with subwavelength

thickness have been developed. They are known as metasurfaces and

metafilms. Despite the vanishing thickness in comparison to the inci-

dent wavelength, the capability of these ultrathin devices to control

the wave propagation has been evidenced. This is because they are

based on a resonance which is not related to their thickness. It can

be a thin elastic membrane within the unit cell [Ma et al. (2014);

Zhao et al. (2014)], or resonances of labyrinthine or curled elements

squeezed in the unit cell [Peng et al. (2014); Li et al. (2014); Xie

et al. (2014)].

Because of their subwavelength unit cell, homogenization tech-

niques are natural tools to describe the effective properties of meta-

materials. Standard homogenization methods [Zhu et al. (2013);

Maurel et al. (2013)] or more empirical methods, as the retrieval

techniques [Arslanagic et al. (2013); Castanié et al. (2014)] (often

referred as Nicolson-Ross-Weir technique) and approximated modal

approaches [Pendry et al. (2004); Garcia-Vidal et al. (2005); Kelders

et al. (1998)] have been largely used for massive structures lead-

ing to effective bulk modulus and effective mass density, being the

acoustic counterparts of the effective permittivity and permeabil-

ity in electromagnetism. An enlightening review can be found in

Ref. [Simovski (2011)]. When metafilms or metasurfaces are con-

cerned, first attempts have been proposed which use the same

retrieval parameters as for bulk materials and affecting a thickness

value more or less relevant (see the discussions in § 3 of [Simovski

(2011)] and in §2 of [Holloway et al. (2009)]). It is now admitted

that these approaches are not pertinent and rather, jump condi-

tions or transmission conditions of the fields across a zero thick-

ness surface are thought. In the context of electromagnetism, effec-

tive surface parameters are expressed in term of effective surface

admittances [Zhao et al. (2011)] or surface susceptibilities [Holloway
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et al. (2009); Dimitriadis et al. (2012); Kuester et al. (2003); Hol-

loway et al. (2005)]. In addition to be closely related to the notion

of electric polarization density and surface magnetization, which are

not easily transposable to the case of acoustic or elastic waves, these

techniques require an inversion procedure to get the surface suscep-

tibilities, from the measurement of the scattering coefficients. Thus,

although the problem of the artificial thickness is avoided, the ques-

tion of wether or not the obtained parameters depend on the scat-

tering problem that has been considered remains.

In this paper, we present a homogenization method for van-

ishing thickness metamaterials which explicitly accounts for the

microstructure of the unit cell. The problem ends with jump con-

ditions for the acoustic pressure and for the normal acoustic veloc-

ity involving parameters being wave independent, by construction.

This is because, as in the standard homogenization, the parame-

ters are determined by solving (analytically or numerically) elemen-

tary cell problems in the static case (that is for zero frequency).

The model relies on a separation of scales, a micro scale associ-

ated to the small scatterer size and a macro scale associated to

the acoustic wavelength, and ε is the small parameter that mea-

sures the ratio of the two scales. Each scale is associated to a system

of coordinates which is relevant or not to describe the variation of

the acoustic fields wether we are close to the film or far from it.

Thus, a separation of the space is used, into an outer region, typ-

ically the far field, where only the macro scale makes sense and

an inner region, the near field, where both the micro and macro

scales are needed. Expansions of the fields in power of ε are per-

formed in both regions and finally, matching conditions are used

between the two regions. This approach has been developed in the

context of static elasticity, see [Marigo and Pideri (2011); David

et al. (2012)] for a complete description. The case of wave propa-

gation has been less regarded. We mention the works of Capdev-

ille and Marigo for seismic waves in the time domain [Capdeville

and Marigo (2007); Capdeville et al. (2010a); Guillot et al. (2010);
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Capdeville et al. (2010b); Capdeville and Marigo (2013)], and the

Refs. [Bonnet-Bendhia et al. (2004); Delourme (2010); Delourme

et al. (2012)] in the frequency domain. Note also works using alter-

native forms of the matched asymptotic expansions [Sanchez-Hubert

and Sanchez-Palencia (1982); Martin and Dalrymple (1988); Kakuno

et al. (1992)].

The paper is organized as follows. In Section 14.2, we apply

the interface model for the problem of acoustic wave propagation

through a thin film made of a periodic row of sound hard inclusions.

The jump conditions are derived, Eqs. (14.27), with the interface

parameters (B,C) being associated to the elementary problems, Eqs.

(14.17). Section 14.3 presents results in the case of rectangular inclu-

sions in two dimensions, with thickness e. This choice is not casual.

First, it allows for approximate, but explicit, solutions of the elemen-

tary problems. Thus, the interface parameters (B,C) are given, and

associated transmission and reflection coefficients of a plane wave

at oblique incidence, Eqs. (14.33), are obtained. Next, a compari-

son with the classical homogenization of layered media is possible

since again, explicit solutions are available in this case [Garcia-Vidal

et al. (2005); Oleinik et al. (2009)], Eq. (14.34). The validity of our

interface model is inspected by comparison with full wave simula-

tions, and discussed in the light of the comparison with the classical

homogenization. The results show that the interface homogeniza-

tion is accurate for kh, ke < 1, while classical homogenization can

be used for kh < 1 and e > h and it largely underestimates the

scattering properties of thin structured layers. The small parame-

ter ε can be forced to values of order unity; typically for ε and ke

of order unity, the discrepancy between the exact solution and the

solution of the homogenized problem do not exceed few per percent.

We end with an illustrative example of an ultra thin structured film

obstructing a waveguide with rigid walls. Again, an explicit solution

of the homogenized problem is possible and a good agreement with

direct numerics is obtained. Technical calculations are collected in the

Appendices.
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Fig. 14.1. Scattering problem for (a) the microstructured film (metafilm) and
(b) the equivalent interface. X = (X1, X2, X3) is the coordinate system in the
real space.

14.2. The Homogenized Interface Model

The acoustic pressure P (X) satisfies the Helmholtz equation outside

the inclusions
(

∆ + k2
)

P (X) = 0, (14.1)

with k the wavenumber (the time dependance is e−iωt, with ω the

frequency, and it is omitted in the following). Here, we restricted our

study to sound hard inclusions, with Neumann boundary condition

on the boundary of the inclusions ∂nP = 0, where ∂n denotes the

normal derivative. Also, the wave propagation is associated to a wave

source and to a proper radiation condition that we do not need to

specify at this point. The inclusions form a periodic arrangement

located near the (X2,X3) plane (with typical thickness e along X1,

Fig. 14.1(a)). For simplicity, we assume that h is the period of the cell

along X2 and X3 (we could assume two different periods along X2

and X3 without additional complexity, except in the notations). We

inspect the possibility to replace this problem by a simpler one, where

the structured film is replaced by an interface associated to jump

conditions for the pressure P and its normal derivative, or normal

velocity, ∂X1P (the nature of the equivalent interface, in terms of its

thickness, will be discussed).

In our acoustic problem, the natural small parameter is ε =

kh ≪ 1 and to be consistent, we need to write the Helmholtz equa-

tion in a dimensionless form, with x ≡ kX, and p(x) ≡ P (X). In
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Fig. 14.2. (a) Geometry of the structured film in non dimensional coordinates
x = (x1, x2, x3); (b) inner problem in coordinates y = (y1, y2, y3). D is the
region occupied by the rigid inclusion. We define Y = (−ym

1 , ym
1 ) × (0, 1)2,

Y∞ = limym

1
→+∞Y, and x′ = (x2, x3), y′ = (y2, y3).

x = (x1, x2, x3), the period is now ε and the film thickness is ke

(Fig. 14.2(a)); it is assumed that e and h are of the same order of

magnitude. We get (∆x + 1) p(x) = 0, which is written, for conve-

nience using u,
⎧

⎨

⎩

divxu(x) + p(x) = 0, with u ≡ ∇xp,

u.n|∂D = 0,
(14.2)

and u is the acoustic velocity, in dimensionless form.

14.2.1. The inner/outer expansions and associated

matching conditions

The idea is now to expand the solution with respect to the small

parameter ε, namely
⎧

⎨

⎩

p = p0(x) + εp1(x) + ε2p2(x) + . . . ,

u = u0(x) + εu1(x) + ε2u2(x) + . . .
(14.3)

In principle, this expansion can be used in the whole space (see

e.g. [Martin and Dalrymple (1988)]). Nevertheless, if the spatial

derivatives in Eq. (14.2) make ε to appear, the resolution may become

tricky. Such complications are avoided if a displacement in x of order

unity produces a variation in p of order unity, namely ∂xi
p ∼ p. This
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is ensured in the far field of the film, where ∂Xi
P ∼ kP → ∂xi

p ∼ p.

The story is different in the near field: there, the film generates

evanescent waves whose strongest variations are associated to the

smallest scale of the microstructure, say ∂Xi
P ∼ P/h → ∂xi

p ∼ p/ε.

Then, the wavefield satisfies pseudo-periodic conditions, for instance

along X2, P (X1,X2 + h,X3) = P (X1,X2,X3)e
ik2h, with k2 the

component of the incident wavenumber along X2 (the same applies

along X3). This behavior is associated to low variations of P (∂x2p ∼
p) for non normal incidence k2 ̸= 0. Thus, we have to deal with

different scales in the far and near fields, and two scales in the near

field.

The presented approach solves this annoying problem with two

ingredients: first, a separation of the space into an inner and an outer

regions, which correspond to the near and far fields, respectively. In

the outer region, the natural coordinates x ≡ (x1, x2, x3) are adapted

and the expansion, Eq. (14.3), applies. In the inner region, the rapid

variations of p and u are accounted introducing a new system of

coordinates y = x/ε such that ∂yi
p ∼ p for the rapid variations

of p; next, the slow variations along x2 and x3 are accounted for by

keeping x′ ≡ (x2, x3) as additional coordinates. Note that in the y

coordinates, the cell has a thickness unity (Fig. 14.2(b)). Owing to

this modification, the expansions read

Outer expansion

⎧

⎨

⎩

p = p0(x) + εp1(x) + ε2p2(x) + . . . ,

u = u0(x) + εu1(x) + ε2u2(x) + . . .

Inner expansion

⎧

⎨

⎩

p = q0(y,x′) + εq1(y,x′) + ε2q2(y,x′) + . . . ,

u = v0(y,x′) + εv1(y,x′) + ε2v2(y,x′) + . . .

(14.4)

Finally, both regions are connected in some boundary region,

where the evanescent field is vanishing at small x1 values correspond-

ing to y1 = x1/ε → ±∞. These matching conditions are written using

Taylor expansions of p0(x1,x
′) = p0(0,x′) + x1∂x1p

0(0,x′) + · · · =

p0(0,x′)+εy1∂x1p
0(0,x′)+. . . , same for u0, and identifying the terms
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in εn in the inner and outer expansions, Eqs. (14.4). We get

⎧

⎪

⎨

⎪

⎩

p0(0±,x′) = lim
y1→±∞

q0(y,x′),

u0(0±,x′) = lim
y1→±∞

v0(y,x′),
(14.5)

at leading order, and

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

p1(0±,x′) = lim
y1→±∞

[

q1(y,x′) − y1
∂p0

∂x1
(0±,x′)

]

,

u1(0±,x′) = lim
y1→±∞

[

v1(y,x′) − y1
∂u0

∂x1
(0±,x′)

]

,

(14.6)

at first order, and fortunately, we do not need to go at higher

orders in the expansions. A last subtlety of the interface model is

to assume that the functions qn and vn are periodic with respect

to y2 and y3. Again, this is not meaningless in the present context

if we have in mind the condition of pseudo periodicity. This condi-

tion is handled by the variables x2 and x3, for instance qn(y, x2 +

ε, x3) = eik2hqn(y, x2, x3) (note that the condition of pseudo period-

icity applies for the outer solution (pn,un), and from (14.5)–(14.6),

it applies for (qn,vn) also). If one thinks to the qn in terms of sepa-

rable functions qn(y,x′) = f(y)g(x′) (and this will be the case in the

quasi-static limit), we recover the form of a Floquet solution, with

g(x′) = eik′.x′/k and f periodic with respect to y′ ≡ (y2, y3).

Now, the matching conditions, Eqs. (14.5)–(14.6) can be written

in an alternative form, that will be used later

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

!
p0

"
= δq0,

!
p1

"
= lim

ym
1 →+∞

[

δq1(ym
1 ) − 2ym

1

∂p0

∂x1
(0,x′)

]

,

!
u0

"
.e1 = δv0

1 ,
!
u1

"
.e1 = lim

ym
1 →+∞

[

δv1
1(ym

1 ) − 2ym
1

∂u0
1

∂x1
(0,x′)

]

,

(14.7)

(Fig. 14.2), where we have defined

δf(ym
1 ) ≡ f(+ym

1 ) − f(−ym
1 ), and δf ≡ δf(+∞). (14.8)
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In the above expressions, the dependence of f on y′ and x′ are

omitted.

14.2.2. Equations governing the outer and inner

terms at orders 0 and 1

The equations in the outer and inner problems read, from Eqs. (14.2)

Outer problem: divxu
0 + p0 = 0, u0 = ∇xp0,

Inner problem:

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

divyv
0 = 0, ∇yq0 = 0,

v0 = ∇yq1 + ∇x′q0,

divx′v0 + divyv
1 + q0 = 0,

v0.n|∂D = v1.n|∂D = 0.

(14.9)

For the inner problem, we must add, at orders 0 and 1, the periodic

conditions of qn and vn, n = 0, 1, with respect to y′.

These are the equations that will yield the elementary problems,

and, together with the matching conditions, Eqs. (14.5)–(14.6), the

jump conditions in the outer problem.

14.2.3. The jump conditions for the outer problem

of order 0

The first two equations of the inner problem in (14.9) show that

q0 does not depend on y and that
∫

dy′ v0
1(y1 = −∞,y′,x′) =

∫

dy′ v0
1(y1 = +∞,y′,x′). This latter relation is obtained by inte-

grating divyv
0 = 0 over Y∞\D and using the boundary condi-

tion v0.n = 0 on ∂D and the periodicity of v0 with respect to

y′. It follows from Eqs. (14.5) that (i) q0(x′) = p0(0±,x′) and

(ii)
∫

dy′ v0
1(±∞,y′,x′) = u0

1(0
±,x′), so that the jump conditions

at leading order read
!
p0

"
=

!
u0

"
.e1 = 0. (14.10)

The structured film is transparent at leading order, with the pressure

and the normal velocity being continuous across the interface. In the

context of static elasticity, for microcraks or microholes in an elastic
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body, this has been referred as the “the principle of the dressmaker”

([Marigo and Pideri (2011)]): “It is not necessary to sew entirely two

pieces of fabrics in order to render invisible their relative opening, it

is sufficient to sew them at a great number of points regularly spaced.”

This is not trivial a priori, and it fact, it is not expected if we have

the limiting case of a rigid wall ℓ = h in mind, and this will be

discussed below. For now, the solution (p0,u0) at this leading order

is the solution of the Helmholtz equation in the absence of interface,

which means that (p0,u0) correspond to the pressure and velocity

associated to a given incident wave. At this stage, the appropriate

radiation condition has to be accounted for to determine the unique

solution of the problem at leading order.

To capture the effect of the interface, we need to go at the next

order to find the jump conditions.

14.2.4. The jump conditions for the outer problem of

order 1 and the associated elementary

problems

At order 1, we have to consider a problem on the inner terms (q1,v0).

To do so, it is convenient to introduce (q,v) defined by
⎧

⎪

⎨

⎪

⎩

q(y,x′) ≡ q1(y,x′) − y1
∂p0

∂x1
(0,x′),

v(y,x′) ≡ v0(y,x′) − u0(0,x′).

(14.11)

From the equations (14.9) in the inner problem, (q,v) satisfy
⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

divyv = 0, v = ∇yq,

lim
y1→±∞

v = 0,

v.n|∂D = −u0(0,x′).n|∂D,

q and v.n being y′ − periodic,

(14.12)

where we have used that q0(x′) = p0(0,x′) and u0 = ∇xp0, from

the outer problem. For the boundary conditions at y1 → ±∞, we
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also used the matching condition, Eq. (14.5), u0(0,x′) = v0(y1 =

±∞,y′,x′).

If this problem is solved, the jump conditions can be determined.

Inspecting the form of
!
p1

"
in Eqs. (14.7), we see that the jump

condition on p is simply determined using the definition of q in

(14.11), yielding

δq1(ym
1 ) − 2ym

1

∂p0

∂x1
(0,x′) = δq(ym

1 ), (14.13)

with the notations (14.8).

For the jump condition on u1, we integrate the third equation of

the inner problem in (14.9) over Y\D. This leads to

δv1
1(ym

1 ) − ∂u0
1

∂x1
(0,x′) (2ym

1 − SD) +
∂

∂xα

∫

Y\D
dy vα = 0, (14.14)

where α = (2, 3), and with SD the volume of D in the y coordinates

(we use the summation convention on repeated indices). We have

used that (i) v1 is periodic with respect to y′, (ii) q0(x′) = p0(0,x′)

from the previous section and (iii) divx′u0 + p0 = −∂x1u
0
1 (from the

outer problem). Note that (2ym
1 − SD) is simply the volume of Y\D.

It is now sufficient to take the limit ym
1 → +∞ in Eqs. (14.13)–

(14.14) and using (14.7) to get

⎧

⎪

⎪

⎨

⎪

⎪

⎩

!
p1

"
= δq,

!
u1

"
.e1 = −∂u0

1

∂x1
(0,x′) SD − ∂

∂xα

∫

Y∞\D
dy vα(y,x′),

(14.15)

with Y∞ = (−∞,∞) × (0, 1)2.

As written above, the jump conditions are not satisfactory in

the sense that both q and vα depend on the value of u0 on ∂D

(in (14.12)). However, it is possible to split the problem (14.12) on

(v, q) into simple problems on q(i)(y), i = 1, 2, 3, called elementary

problems. These problems are “elementary” in the sense that they

can be solved once and for all and this is because these problems are
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independent of x′ and of the value of u0 on ∂D. Specifically, (q,v)

can be decomposed into
⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

q(y,x′) =
∂p0

∂xi
(0,x′) q(i)(y) + q̂(x′),

v(y,x′) =
∂p0

∂xi
(0,x′) ∇q(i)(y),

(14.16)

with q(i)(y) satisfying

the elementary problems:

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

∆q(i) = 0,

∇
[

q(i) + yi

]

.n = 0, on ∂D,

lim
y1→±∞

∇q(i) = 0,

q(i) being y′ − periodic.

(14.17)

It is easy to see that such decomposition ensures that (q,v) is solution

of (14.12) (using u0 = ∇xp0). Note that q̂(x′) has been introduced

since q(y,x′) in (14.12) is defined up to a x′-dependent field, but its

determination is not needed.

We can now express δq and vα in (14.15) in terms of the elemen-

tary solutions q(i)

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

δq =
∂p0

∂xi
(0,x′) δq(i),

vα(y,x′) = u0
i (0,x

′)
∂q(i)

∂yα
(y),

(14.18)

and the jump conditions (14.15) become
⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

!
p1

"
=

∂p0

∂xi
(0,x′) δq(i),

!
u1

"
.e1 = −∂u0

1

∂x1
(0,x′) SD − ∂u0

i

∂xα
(0,x′)

∫

Y∞\D
dy

∂q(i)

∂yα
(y),

(14.19)
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which can be written introducing the parameters b and c

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

!
p1

"
= bi

∂p0

∂xi
(0,x′),

!
u1

"
.e1 = cij

∂u0
i

∂xj
(0,x′),

(14.20)

with bi = δq(i) and
⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

c11 = −SD, c1β = −
∫

Y∞\D
dy

∂q(1)

∂yβ
,

cα1 = 0, cαβ = −
∫

Y∞\D
dy

∂q(α)

∂yβ
,

(14.21)

where α,β take the values 2 and 3.

It is essential that the elementary problems, Eqs. (14.17), do not

depend on the incident wave (as the former problem Eqs. (14.12),

does, through u0 in the boundary condition). This ensures that the

parameters b and c are characteristic of the interface independently

of the particular scattering problem that will be considered.

14.2.5. Construction of the up to order 1 effective

problem

The final up to order 1 effective problem requires two additional

steps. First, we have obtained jump conditions at order 0 and at

order 1. Strictly, an iterative resolution of the problem is possible

which would involve first the resolution of the order 0 outer problem

(which does not see the structured layer) yielding (u0, p0), and then

the resolution of the order 1 outer problem associated to the jump

conditions (14.20) (the effective parameters entering in (14.20) being

known after the elementary problems (14.17) have been solved). How-

ever, it is stressed in [David et al. (2012)] that such procedure is not

suitable in practice, notably if we have numerical resolutions in mind,

and rather, a unique outer problem involving p0 + εp1 (and u0 + εu1)

has to be considered. To do so, we use f = f0 + εf1 + O(ε2) and

#f$ = ε
!
f1

"
+O(ε2) for any field f with

!
f0

"
= 0. From Eqs. (14.10)
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and (14.20), we get

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

#p$ = ε
bi

2

[

∂p

∂xi
(0−,x′) +

∂p

∂xi
(0+,x′)

]

+ O(ε2),

#u$ .e1 = ε
cij

2

[

∂ui

∂xj
(0−,x′) +

∂ui

∂xj
(0+,x′)

]

+ O(ε2),

(14.22)

where we have introduced for fields being discontinuous at x1 = 0

the mean value of their limits x1 → 0±.

Next, the above conditions will be written in an alternative form,

equivalent at order O(ε2). Loosely speaking, the new jump conditions

have to restore the initial thickness of the structured layer, and this

is required following the intuitive argument that the equivalent inter-

face has to support the acoustic energy in the actual layer in order

to ensure that it supports a positive energy, see [Marigo and Maurel

(2016)] for more details. In [Abdelmoula et al. (1998)], this is done

by considering that the problem is written in a domain of fixed size

in which the film of size ε has been inserted, resulting in a shift of

the boundaries. In [Delourme (2010); Delourme et al. (2012)], this is

done to overcome troubles in the homogenized problem due to the

signs of the (bi, cij), specifically some of these parameters have to

be positive or negative to ensure existence and uniqueness of vari-

ational solutions in the homogenized problem. In this latter case, a

family of equivalent jump conditions are proposed, which correspond

to interfaces “enlarged” of an arbitrary thickness; here, we consider

a shift of e. A shift of e in the real space corresponds to a shift

of ke in the x-space and we assume that e/h = O(1), from which

ke = εe/h = O(ε). To do so, we use the Taylor expansion of pn,

n = 0, 1,

⎧

⎪

⎪

⎨

⎪

⎪

⎩

p0
(

±
εe

2h
,x′

)

= p0(0,x′) ±
εe

2h

∂p0

∂x1

(

±
εe

2h
,x′

)

+ O(ε2),

p1
(

±
εe

2h
,x′

)

= p1(0±,x′) + O(ε),

(14.23)
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to get

p
( εe

2h
,x′

)

− p
(

− εe

2h
,x′

)

=
εe

2h

[

∂p0

∂x1

(

− εe

2h
,x′

)

+
∂p0

∂x1

( εe

2h
,x′

)

]

+ ε
!
p1

"
+ O(ε2). (14.24)

Finally, defining for any f , the mean value of f across the interface

of thickness ke

f =
1

2

[

f
(

− εe

2h
,x′

)

+ f
( εe

2h
,x′

)]

, (14.25)

and coming back to (14.26), the new jump conditions read

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

#p$e = ε
(

bi +
e

h
δi1

) ∂p

∂xi
+ O(ε2),

#u$e .e1 = ε
(

cij +
e

h
δi1δj1

) ∂ui

∂xj
+ O(ε2).

(14.26)

Now, the homogenized model is written in the real space for the

pressure field P (X) (Fig. 14.3): P satisfies the Helmholtz equation

∆P+k2P = 0 except in −e/2 < X1 < e/2 (this region is disregarded)

and it experiences jump conditions which link its values at X1 =

±e/2, with #P $e ≡ P (e/2,X′) − (−e/2,X′) , to the mean values

of its spatial derivatives ∂Xi
P ≡ 1

2 [∂Xi
P (−e/2,X′) + ∂Xi

P (e/2,X′)]

X1

X2

X3

∆P + k2P = 0

jump conditions

eTexte

Fig. 14.3. In the homogenized problem, the Helmholtz equation applies in the
whole-considered-space except in the region −e/2 < X1 < e/2 which is disre-
garded; the jump conditions (14.27) apply between X1 = −e/2 and e/2.
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(the same for ∂X1P ):

Jump conditions

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

#P $e = h Bi
∂P

∂Xi
,

%
∂P

∂X1

&

e

= h Cij
∂2P

∂Xi∂Xj
,

(14.27)

with
⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

B1 =
e

h
+ δq(1), Bα = δq(α),

C11 =
e

h
− SD, C1β = −

∫

Y∞\D
dy

∂q(1)

∂yβ

,

Cα1 = 0, Cαβ = −
∫

Y∞\D
dy

∂q(α)

∂yβ

,

(14.28)

where α,β take the values 2 and 3.

14.2.6. Remarks

As previously said, it is essential that the elementary problems, Eqs.

(14.17), do not depend on the incident wave. This ensures that the

interface parameters are characteristic of the structured film only.

However, one can think to introduce a dependance on the frequency

in the elementary problems, as it has been done for classical homog-

enization (high frequency homogenization or resonant homogeniza-

tion) [Bouchitté and Felbacq (2004); Felbacq and Bouchitté (2005);

Craster et al. (2011); Antonakakis et al. (2013)]. For acoustic waves,

this could be done for metafilms containing long hard scatterers

wrapped in the unit cell, thus allowing for the resonance of the

enrolled element. For elastic or electromagnetic waves, this could

be done for metafilms containing inclusions with a contrast in its

material properties such that the wavelength inside the inclusions is

of the same order than the size of the inclusions.

The following remarks can be done on the elementary problems,

Eqs. (14.17)

16



• The problem for i = 1 is nothing but the problem of a uni-

form potential flow past a rigid obstacle in a duct. With veloc-

ity potential ϕ(y) = q(1) + y1, we get ∆ϕ = 0, ∂nϕ|∂D = 0 and

limy1→±∞ ϕ = y1 + b±. The coefficient b1 = b+ − b− is called the

blockage coefficient and it has been calculated for several shapes

of obstacles (see [Martin and Dalrymple (1988)] and references

therein). This coefficient can be non zero even for zero surface

obstacle SD = 0, reducing to a plate of length ℓ.

• For inclusion shape being symmetric with respect to y2, q(1) is

symmetric also. It results that
∫

Y\D dy ∂yα
q(1) = 0.

• The cell problem for i = 2, 3 is needed only for oblique inci-

dence of the wave. Besides, for inclusion shape being symmetric

with respect to y2, q(α), α = 2, 3 are antisymmetric; in this case,

δq(α) = 0.

Finally, we have said that the present derivation of the jump con-

ditions follows from previous works [Marigo and Pideri (2011); David

et al. (2012)] in the static case (k = 0). For the sake of completeness,

we report in the Appendix 14.5 a short discussion on the links with

this work.

14.3. The Case of Sound Hard Rectangular Inclusions

in 2D

In the following, we consider a 2 dimensional array made of rect-

angular inclusions infinite along X3 (otherwise of size ℓ along X2

and thickness e along X1). This inclusion shape being symmetric

with respect to y2, the preceding remarks on the elementary problems

apply and the jump conditions (14.27) simplify to

Jump conditions

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

#P $e = hB
∂P

∂X1
,

%
∂P

∂X1

&

e

= hS
∂2P

∂X2
1

+ hC
∂2P

∂X2
2

,

(14.29)
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with S ≡ (e/h − SD), B ≡ e/h + δq(1) and C ≡ −
∫

Y∞\D dy ∂y2q
(2).

As previously, f means the mean value of f at X1 = ±e/2.

14.3.1. The interface parameters

An obvious interface parameter is S = e/h(1 − ℓ/h). Next, (B,C)

can be calculated by solving numerically the elementary problems,

Eqs. (14.17). A simple procedure to calculate (B,C) (based on

mode matching) and the associated scripts are provided in the

Appendice 14.6. Alternatively, we can use approximate but explicit

expressions. An estimate of C is, as a rule of thumb,

⎧

⎨

⎩

C ≃ e

(

1 − ℓ

h

)

− π

8

(

1 − ℓ

h

)2

, if this leads to a positive value,

C ≃ 0, otherwise,
(14.30)

which means that C (which is always positive) can be neglected for

small e/h values. A more precise estimate of B can be found in [Flagg

and Newman (1971)] (see also [Suh et al. (2011)]). It is written as the

sum of two terms, one of which does not vanish for e = 0 (blockage

coefficient of a flat plate)

⎧

⎪

⎪

⎨

⎪

⎪

⎩

B =
e

h − ℓ
+ B0,

B0 =
2

π
log

(

d

2
+

1

2d

)

, with d ≡ tan

(

π(h − ℓ)

4h

)

.

(14.31)

In fact, Ref. [Flagg and Newman (1971)] provides an approximation

of B0 ≃ 2
π

[

1 − log (4(1 − ℓ/h)) + 1
3 (1 − ℓ/h)2 + 281

180 (1 − ℓ/h)
]

valid

for ℓ/h close to 1. The expression of B0 in Eq. (14.31) above can be

found in [Morse and Ingard (1968)] (the calculation is done for flat

plates using techniques of complex variables). The parameters (B,C)

are reported in Fig. 14.4.
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/h

(B − e/h) C

0 0.2 0.4 0.6 0.8 1
/h

0.4

0.8

1.2

1.6

0

e/h = 2

e/h = 2

1
1

0.5

0.5

Fig. 14.4. Interface parameters B and C computed numerically by solving the
elementary problems (14.17) (symbols), see Appendix 14.6. (a) (B − e/h) as a
function of ℓ/h for e/h = 0.5, 1 and 2; plain lines show the values given by (14.31).
Same representation for C, with plain lines given by (14.30).

X1

X2

h

e

T ex

Rex

θ

jump c.

X1

X2

e

θ

T

R

(a) (b)

Fig. 14.5. Scattering of a plane wave at oblique incidence θ (a) in the real prob-
lem, (Rex, T ex) refer to the reflection and transmission coefficients of the incident
plane wave, characteristic of the propagating waves and an evanescent near field
is generated in the vicinity of the film, (b) in the homogenized problem, the jump
conditions (14.29) do not produce evanescent field and (R, T ) refers simply to the
reflection and transmission coefficients of the incident wave.

14.3.2. Validity of the interface model — The

scattering of an incident plane wave

We consider the problem of the scattering of an incident plane wave

at oblique incidence θ on the structured film (Fig. 14.5). When

replaced by the equivalent interface associated to the jump condi-

tions Eqs. (14.29), the problem reduces to a one dimensional problem
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whose solution reads
{

P (X1 < −e/2,X2) = eik sin θX2[eik cos θ(X1−e/2) + Re−ik cos θ(X1−e/2)],

P (X1 > e/2,X2) = eik sin θX2 Teik cos θ(X1+e/2),
(14.32)

with
⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

R = i
a − b

(1 − ia)(1 − ib)
, T =

1 + ab

(1 − ia)(1 − ib)
,

with a ≡ kh

2
cos θ

(

S + C tan2 θ
)

, b ≡ kh

2
cos θ B.

(14.33)

Note that for ℓ → h, we have B → +∞ (thus b → +∞) and

C → 0. We obtain R → −1/(1 − ia) and T → ia/(1 − ia), with

a ∝ S ̸= 0 except for a flat array e = 0. Obviously, we would expect

R = 1, T = 0 in this case since the array becomes a sound hard wall.

It is a classical problem in homogenization theories when a new small

parameter is introduced, here ε′ = 1 − ℓ/h. In the present case, the

problem ε′ → 0 appears in the jump conditions, Eq. (14.26); it has

been assumed that εB ≪ 1 (as it has been assumed that εC ≪ 1 and

εS ≪ 1). Inspecting B in Eq. (14.31), we see that this assumption

can fail when (h − ℓ) → 0, depending on how fast ε and ε′ go to

zero: (i) if e ̸= 0, it fails if ε/ε′ → ∞ and (ii) if e = 0, it fails if

ε log ε′ → ∞. This latter limit corresponds to the one established

in [Sanchez-Hubert and Sanchez-Palencia (1982)] for perforated thin

plate.

In the actual problem, the incident wave generates an evanes-

cent field in the vicinity of the structured film, which may have

a strong influence on the reflection and transmission of the plane

wave. Below, we inspect the validity of our homogenized solution,

namely its ability to incorporate the effect of the evanescent field in

the interface parameters.

To begin with, we report in Figs. 14.6 and 14.7 the pressure fields

for a structured interface of thickness e, with ke = 0.5 and 1 and, in

the unit cell, different aspect ratio ℓ/h. For the considered geometries,

the interface parameters are given in the table below. The notation

X [Y] is used, with X the value of B or C given by the estimates
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P
e
x
(X

)
P

(X
)

k = 0.5 k = 0.9

min

max

Fig. 14.6. Wavefields in the (X1, X2) plane for ke = 0.5, kh = 1, and kℓ = 0.5
or 0.9 (a) P ex(X) and (b) P (X) coming from the interface model, Eqs. (14.32)–
(14.33). The white arrow indicates the wavenumber of the incident plane wave.

P
e
x
(X

)
P

(X
)

k = 0.5

min

max

(a)

(b)

k = 0.1

Fig. 14.7. Same representation as in Fig. 14.6 for ke = 1 kh = 1, and kℓ = 0.1
or 0.5.
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(14.30)–(14.31), and Y the value obtained by solving the associated

elementary problem (see Fig. 14.4 and Appendix 14.6).

e/h = 0.5 ℓ/h = 0.5 ℓ/h = 0.9

B 1.22 [1.25] 6.18 [6.22]

C 0.15 [0.17] 0.05 [0.05]

e/h = 1 ℓ/h = 0.1 ℓ/h = 0.5

B 1.12 [1.12] 2.22 [2.25]

C 0.58 [0.60] 0.40 [0.41]

The field P ex(X) refers to the solution of the actual problem cal-

culated numerically (a multimodal method is used, see [Maurel et al.

(2014)]) and P (X) refers to the prediction coming from the interface

model, Eq. (14.32), with Eqs. (14.33). We have considered θ = π/4,

kh = 1. This ε = kh = 1 value is obviously a limiting case for the

validity of any homogenization model but the fields P ex and P are

found in good agreement, with ||P −P ex||/||P ex|| ∼ 1% for ke = 0.5

(in both cases reported in Figs. 14.6) and ||P − P ex||/||P ex|| ∼ 5%

for ke = 1 (in both cases reported in Figs. 14.7); ||.|| is the norm L2,

considering the field in |X1| > e/2.

To go further, we inspect the variations of the reflection coef-

ficient as a function of k and e (say for a fixed h value). This is

done by comparing R in Eq. (14.33) (blue dotted lines in Figs. 14.8)

with Rex computed numerically (plain orange lines). We also report

the behavior of R̃ (grey dotted lines) given by the classical homog-

enization of layered media (see Appendix 14.7.1). In this approach,

the propagation inside the structured layer is explicitly accounted

for (while the boundary layer effects are disregarded) and the struc-

tured film is replaced by an equivalent film of thickness e filled with

an homogeneous anisotropic medium. Classical homogenization has

been shown efficient to predict the extraordinary optical transmis-

sion at the Brewster angle [Maurel et al. (2013); Akarid et al. (2014)]

and the behavior of “spoof plasmons”, which are the waves guided
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kh e/h
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ke = 1

ke = 1

ke = 1

ke = 1

ke = 1

|R
e
x
|,

|R
|,

|R̃
|

(a) (b)

Fig. 14.8. Variations of the reflection coefficients Rex calculated numerically
(orange plain lines), R given by the interface model, Eq. (14.33) (blue dotted
lines), and R̃ given by classical homogenization, Eq. (14.34) (grey dotted lines).
(a) as a function of kh for e/h = 10, 1, 10−1 (from the top to the bottom), and
(b) as a function of e/h for kh = 10−2, 10−1, 1 (from the top to the bottom). In
all plots, ℓ = 0.9h and θ = π/4.

along the boundaries of a thick structured array [Garcia-Vidal et al.

(2005); Mercier et al. (2015)]. It has also been applied for the design

of a structure producing a rainbow type effect [Zhu et al. (2013)] (see

the supplementary material in this reference). In the case of sound

hard layers, this leads to a reflection coefficient R̃

R̃ =
(c2 − 1)eike cos θ/2

[c − i tan(ke/2)] [c + i/ tan(ke/2)]
, (14.34)

where c = h cos θ/(h − ℓ) (the derivation is given in the Appendix

14.7.1).

From Figs. 14.8, the ranges of validity of both homogenizations

can be defined: the interface homogenization is valid for ke, kh < 1,

while the classical homogenization is valid for e/h > 1, specifically

ke > 1 > kh (inspecting higher values of kh would reveal that both

homogenizations fail for kh > 1, as expected). The error in R̃ for
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small e/h is attributable to the behavior of B when ke → 0, namely

lim
e→0

R ≃ −i
kh

2
cos θB0, (14.35)

and B0 ̸= 0 while R̃ → 0 (a discussion on the jump conditions

obtained from the classical homogenization in the limit ke → 0 is

presented in the Appendix 14.7.2). Thus, classical homogenization

underestimates the scattering properties of thin films.

14.3.3. Application to the wave propagation in a guide

obstructed by a hard perforated screen

In addition to yield explicit solutions of several scattering prob-

lems, homogenization approaches are of particular interest if we have

numerical resolutions in mind. This is particularly true if the problem

under consideration involves very different scales between the largest

one and the smallest one, and this is what we exemplify in this sec-

tion. We consider the high frequency propagation of an acoustic wave

in a rigid guide of height H, with kH = 100 (Fig. 14.9). The guide

is obstructed, from wall to wall, by a rigid perforated screen with

h = H/100 and e = H/2000 (thus, kh = 1 and ke = 0.05). Thus, the

smallest scale is e and the largest scale is H, with H = 2000e and

this is demanding in terms of any computational method.

In general, the solution of guided wave problems can be expanded

in modes, associated to transverse functions ϕn(X2) with vanishing

X1

X2

0

H

e = H/2000

h = H/100

= 0.95h

Fig. 14.9. Configuration of the rigid waveguide obstructed by a perforated screen
at −e/2 < X1 < e/2. The screen has a periodic spacing h = H/100 and thickness
e = H/2000. The height of the rigid material in the screen is ℓ/h = 0.95. The
guide is studied in the high frequency regime, with kH = 100.

24



first derivative at X2 = 0,H, namely

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

P (X1,X2) =

N
∑

n=0

Pn(X1) ϕn(X2),

ϕn(X2) =
√

2 − δn0 cos

(

nπX2

H

)

,

(14.36)

(the
√

2 stands for proper normalization of the transverse functions).

At this stage, P stands for the solution of the actual problem or for

the solution of the homogenized one. For N → +∞, (14.36) is the

modal expansion of the solution, the Pn being the projections of P on

the basis ϕn; in the numerics, a finite and sufficiently large N -value

is used within a multimodal approach which accounts for the mode

coupling due the presence of the screen, see [Maurel and Mercier

(2012); Maurel et al. (2014)].

However, in the homogenized problem, no coupling is expected.

This is because the jump conditions, Eqs. (14.29), apply for each

mode owing to the orthogonality of the transverse functions, and

they take the form

⎧

⎪

⎨

⎪

⎩

#Pn$ = hBP ′
n,

!
P ′

n

"
= hSP ′′

n − hC
(nπ

H

)2
Pn,

(14.37)

where we used that ϕ′′
n = −(nπ/H)2ϕn. Next, in the parts of the

waveguide free of scatterer, each mode satisfies P ′′
n + k2

nPn = 0, with

kn ≡
√

k2 −
(nπ

H

)2
(14.38)

the component of the wavenumber along X1. Except at the interface

−e/2 < X1 < e/2, this is the case and we can write for each Pn

Pn(X1) =

⎧

⎨

⎩

P inc
n

[

eikn(X1+e/2) + rne−ikn(X1+e/2)
]

, for X1 < −e/2,

P inc
n tn eikn(X1−e/2), for X1 > e/2,

(14.39)
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with (rn, tn) the reflection and transmission coefficients of the

mode n. Now, it is sufficient to apply the jump conditions,

Eqs. (14.37), to get (rn, tn)

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

rn = i
an − bn

(1 − ian)(1 − ibn)
, tn =

1 + anbn

(1 − ian)(1 − ibn)
,

with an ≡ knh

2

[

S + C

(

nπ

knH

)2
]

, bn ≡ knh

2
B.

(14.40)

The interface parameters for this structuration (e/h = 0.05,

ℓ/h = 0.95) are : B = 2.62[2.64], C = 1.5 10−3[1.7 10−3] and

S = 2.5 10−3.

Figures 14.10 and 14.11 report the wavefields P ex(X) calculated

numerically and P (X) given by the explicit expressions, Eqs. (14.36)

to (14.40). The wavefield in the absence of the film for the same

incident wave P inc(X1,X2) = P inc
n eiknX1ϕn(X2) is reported for com-

parison (in both cases, P inc is a combination of the 100 first modes).

The fields P (X) and P ex(X) are found in good agreement (with a

relative discrepancy of about 1% in both cases), which confirms that

the jump conditions correctly account for the effect of the structured

screen.

Let us now inspect the reflection and transmission coefficients

mode by mode. In the numerics, the scattering properties are encap-

sulated in matrices T and R being N × N matrices. We calcu-

lated R and T at the interfaces of the film, namely P ex
m (−e/2) =

[δmn + Rmn]P inc
n (−e/2), and P ex

m (e/2) = TmnP inc
n (−e/2). We have

checked that the scattering matrices are essentially diagonal (the rel-

ative weight of the off diagonal terms is about 10−4), which confirms

that the mode coupling is negligible. Figures 14.12 show the trans-

mission and reflection coefficients (rn, tn) from Eqs. (14.40) and the

diagonal terms (Rnn,Tnn) (the scattering properties do not depend

on the source, so they are the same in the cases of the Figs. 14.10 and

14.11). The agreement is relatively good, with 1% and 5% respec-

tively for the reflection and transmission coefficients, averaged for

n = 1, . . . 100.
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Fig. 14.10. Scattering by the perforated screen in the guide (geometry of Fig.
14.9). (a) Wavefield P inc in the absence of the film (b) and (c) Wavefields P ex

calculated numerically and P in the homogenized problem, Eqs. (14.36) to (14.40).
(d) shows the profile P inc(X1, H/2) (in arbitrary unit) and (e) show the profiles
P ex(X1, H/2) (blue line) and P (X1, H/2) (black symbols); the discontinuity of
the field across the structured film is visible in the zoom of the profile for −H/20 <
X1 < H/20.

As can be expected, the full wave calculations have been demand-

ing. Indeed, it requires 3 different scales to be resolved, the largest

one H, the intermediate one, given by the incident wavenumbers

with kn, n = 0 to 100, from which the typical wavelength is about

H/100, and the smallest one, given by e = H/2000. This latter small

scale imposes the truncation N in the numerics, which means that

|kN |e ∼ 1. Thus Nπe/H ∼ 1, leading to N ∼ H/e = 2000. In general,
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Fig. 14.11. Same representation as in Fig. 14.10 for an incident wave of beam
type.
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Fig. 14.12. Comparison of the reflection and transmission coefficients of the
modes, (Rnn, Tnn) for n = 1, . . . , 100 from direct numerics (computed with a
truncation N = 3000), and (rn, tn) given by the interface model, Eqs. (14.40).
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the smallest scale corresponds to the highest evanescent mode excited

in the near field of the structured film, and indeed, N = 2000− 3000

has been needed to reach a reasonably converged solution P ex (for

instance, the variation in P ex, Eq. (14.36), from N = 2000 to 3000

is about 0.8 %). This need in a high truncation is expected and not

expected. Indeed, it has been said, and it has been checked, that

no mode coupling occurs in our configuration (see Appendix 14.9).

Thus, in the present cases, the modes at n > 100 are not expected

to contribute significantly to the total field since we have consid-

ered an incident wave being a combination of the first 100 modes

only. The reason why high truncation is needed is in fact related

to the convergence of Rnn and Tnn with N , a convergence which is

often disregarded; the Appendix 14.9 presents a discussion on this

aspect.

14.4. Concluding Remarks

We have presented an interface model to identify the effective behav-

ior of a thin structured film composed of sound hard inclusions.

Parameters characteristic of the interface enter in jump conditions

for the acoustic pressure field and for the acoustic normal velocity.

They are given by the resolution of elementary problems written in

the static limit, and they are therefore wave independent by con-

struction. We have validated this model in the case of a layer made

of rectangular inclusions and for a plane wave at oblique incidence

on the structured layer. Explicit expressions of the scattering coeffi-

cients deduced from the interface parameters have been shown to be

accurate with a range of validity being kh < 1 and ke < 1. Results

have been compared to the scattering coefficients given by classical

homogenization of bulk material; these latter have a range of validity

kh < 1 and e/h > 1, and largely underestimates the scattering prop-

erties of thin structured layers. Finally, the validity and the interest

of such jump condition has been exemplified in the more involved

case of an ultrathin structured layer obstructing a guide from wall

to wall (there, due to the high frequency propagation in the guide,

the numerical cost is heavy).
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The present model is applicable to more involved geometries of

the inclusions and to inclusions being penetrable for the wave as well

as for three dimensional cases. More generally, it can be extended

to a large class of wave problems, in acoustics, in elasticity and in

electromagnetism.

14.5. Appendix A — The Present Derivation as a

Simplified Case of a Previous One

In [Marigo and Pideri (2011)], the problem of an elastic body con-

taining microcracks or micro holes periodically located on a surface

is considered. The elastic body is submitted to external forces (or

boundary conditions) on its boundaries, which impose variations of

the external stresses on the scale which is typically the size of the

body; this latter is assumed to be much larger than the spacing

between the holes. The size of the body in the elastic problem is the

equivalent of the incident wavelength in our acoustic problem.

The increased complexity in this work is that it requires to deal

with vectors instead of scalars p, q → U,V (the elastic displacement

vector) and a tensor instead of a vector u,v → σ, τ (the stress

tensor). Otherwise, the derivation of the interface parameters is the

same.

One noticeable difference is that the calculation of the jump con-

dition are performed after τ
0 and τ

1 have been extended by 0 in D.

This is possible in the static case since the equilibrium translates

in divyτ
0 = 0 and divyτ

1 + divx′τ
0 = 0 with boundary conditions

τ
0.n|∂D = τ

1.n|∂D = 0. Thus, extending τ
n by 0 in D is compatible

with the equilibrium and makes the boundary conditions on ∂D to

be automatically satisfied. This is not possible in our case, and this is

why the integrations are performed in Y\D instead of in Y in [Marigo

and Pideri (2011)]. The two results are of course identical. Namely,

the Eq. (40) in this reference reads

!
σ1

i1

"
= − ∂

∂xα

∫

Y

dy τiα(x′,y), (14.41)
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and τ ≡ τ
0 − σ

0(0,x′) has been extended implicitly by −σ
0(0,x′)

in D. It follows that

!
σ1

i1

"
=

∫

D
dy

∂σ
0
iα

∂xα
(0,x′) − ∂

∂xα

∫

Y\D
dy τiα(x′,y), (14.42)

and owing to
∂σ0

iα

∂xα

= −∂σ0
i1

∂x1
given by the outer problem, we get

!
σ1

i1

"
= −∂σ

0
i1

∂x1
(0,x′)S − ∂

∂xα

∫

Y\D
dy τiα(x′,y), (14.43)

which is equivalent to our jump condition Eq. (14.15). Finally, the

elementary problems satisfied in the static elastic case are given by

Eqs. (28) are the equivalent of our Eqs. (14.17).

14.6. Appendix C — Multimodal Approach to

Compute (B, C) for Rectangular Rigid

Structuration

For piecewise constant geometry in the elementary problems, mode

matching is a simple way to get B and C. In both elementary prob-

lems (14.17), the idea is to project the solution q(i) onto bases of

transverse functions of y′ being adapted in the different regions

along y1. Below, we give a simple procedure to compute (B,C) for

rectangular rigid inclusions in two dimensions (in this case, only two

bases of transverse functions (f−
n (y′), f+

n (y′) are needed). The sim-

plicity lies in the fact that the procedure does not require more than

the inversion of a matrix. The size N of the matrix fixes the spatial

resolution : with a cell of size unity along y2, the spatial resolution is

typically 1/N . As we assumed that all the dimensions of the inclu-

sions is of order unity, large N is not required (otherwise, the calcu-

lation may become tricky since mode matching has low convergence,

typically 1/N).

In the following, we consider h = 1 for simplicity.

31



Dirichlet (Pb1), Neumann (Pb2)

0
Neumann periodicy1

y2

1/2

−1/2

e/2h

ϕ

Fig. 14.13. Mode matching configuration. The solutions Q− and Q+ are written
for 0 ≤ y1 ≤ e/2h and y1 ≥ e/2h respectively (with proper conditions at y1 = 0),
and the resolution involves only matching conditions at y1 = e/2h.

14.6.1. Calculation of B in the elementary

problem i = 1

Because q(1) is defined up to a constant and because the symmetry

of the inclusion w.r.t. y1, we can consider a function q(1) odd w.r.t.

y1, whence applying Dirichlet boundary condition at y1 = 0 (namely

q(1)(0, y2) = 0). It follows that q(1) → b1/2 for y1 → +∞ (and

b1 = δq(1)). We use Q(y) = y1+q(1)(y)−b1/2 which satisfies ∆Q = 0,

∇Q.n|∂D = 0, and (Q − y1) → 0 for y1 → +∞. Finally, we use that
∫ ϕ/2
−ϕ/2 dy2 ∂y1Q(0, y2) =

∫ 1/2
−1/2 dy2 ∂y1Q(+∞, y2) = 1 (by integration

of ∆Q = 0). Thus, Q can be expanded as

Q(y) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

Q−(y) =
y1

ϕ
+ q−0 f−

0 0 ≤ y1 ≤ e/2

+
N−

∑

n=1

q−n
sinhany1

sinh ane/2
f−

n (y2),

Q+(y) = y1 e/2 ≤ y1,

+
N+
∑

n=−N+,n ̸=0

q+
n e−|bn|(y1−e/2)f+

n (y2),

(14.44)

with an = nπ/ϕ, bn = 2nπ, and where

f+
n (y2) = eibny2 , f−

n (y2) =

√

2 − δn0

ϕ
cos

(

any2 +
nπ

2

)

, (14.45)
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are the transverse functions (forming a basis) adapted for solutions

being respectively periodic and for solutions with zero derivatives at

y2 = ±ϕ/2.

In the above projection, b1 being unknown has ben encapsulated

in the first coefficient q−0 of the expansion, and it is easy to see that

Q−(0, y2) = q−0 f−
0 = −b1/2 (thus b1 = −2q−0 /

√
ϕ), by construction.

Now, we will ask to Q± to match (on average) their values and

their first derivatives at y1 = e/2, and this latter matching on the

derivatives will be done accounting for the Neumann boundary con-

ditions at y1 = e/2 and |y2| > ϕ/2 (note that Q− satisfies by

construction the Neumann boundary condition on at y2 = ±ϕ/2,

because of the choice of the f−
m). To that aim, we use the following

relations

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

∫ ϕ/2

−ϕ/2
dy2 Q−(e/2, y2)f

−
m(y2) =

∫ ϕ/2

−ϕ/2
dy2 Q+(e/2, y2)f

−
m(y2),

∫ ϕ/2

−ϕ/2
dy2

∂Q−

∂y1
(e/2, y2)f

+
m

∗
(y2) =

∫ 1/2

−1/2
dy2

∂Q+

∂y1
(e/2, y2)f

+
m

∗
(y2),

(14.46)

with f+
m

∗
the conjugate of f+

m (f−
m is real). The first relation is the

matching of the values in the region y2 ∈ [−ϕ/2,ϕ/2] where Q− is

defined. The second relation has more information: we have used that

the ∂y1Q
+ = 0 at y1 = e/2 for |y2| > ϕ/2, from which

∫ 1/2

−1/2
dy2

∂Q+

∂y1
(e/2, y2)f

+
n

∗
(y2) =

∫ ϕ/2

−ϕ/2
dy2

∂Q+

∂y1
(e/2, y2)f

+
m

∗
(y2),

(14.47)

afterwards we ask, on average, ∂y1Q
+ = ∂y1Q

− for |y2| < ϕ/2. We

get a matrix system for the two vectors q− = (q−n )n=0,...,N− and

q+ = (q+
n )n=0,...,N+ of the form

(

I − tF∗

FA1 B

)(

q−

q+

)

=

(

Ss

Sd

)

, (14.48)
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with I the N− × N− identity matrix, A1 = diag(ancotanh(ane/2))

with A1(1, 1) = 0, B = diag(|bn|), and Fmn =
∫ ϕ/2
−ϕ/2 dy2f

+
n

∗
(y2)f

−
n

(y2). The source terms (Ss,Sd) correspond to the projection of the

loading (y1/ϕ and y1) onto f−
n and f+

n
∗
. The expressions of Fmn and

Ss,d
n are given below

Fmn =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

√
ϕ sinc

(

bm
ϕ

2

)

, n = 0,

=

√

ϕ

2

[

sinc
(

(an − bm)
ϕ

2

)

einπ/2 n ̸= 0,

+ sinc
(

(an + bm)
ϕ

2

)

e−inπ/2
]

,

(14.49)

and
⎧

⎪

⎨

⎪

⎩

Ss
n =

e

2

(

1

ϕ
− 1

)

δn0, n = 0, . . . , N−

Sd
n = −sinc(nπϕ), n = −N+, . . . ,−1, 1, . . . N+.

(14.50)

The system is of the form Mq = s with the matrix M being square

(this is not always the case in systems written using mode match-

ing). Next, M is invertible if one has taken care to consider only the

antisymmetric modes. Thus, the system can be solved to find q by

inverting M or it can be solved in the least squares sense (as done by

the operation M\s in Matlab). Once the system has been inverted,

b1 is obtained and thus, from (14.28), B = e + b1

B = e − 2

ϕ
q(1). (14.51)

14.6.2. Calculation of C in the elementary

problem i = 2

The procedure to get C in the elementary problem i = 2 is sim-

ilar. We consider the solution Q = Q(2) + y2 satisfying ∆Q = 0,
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∇Q.n|∂D = 0 and Q → y2 for y1 → ∞. Because q(2) is even in y1,

we can project Q onto the bases (f±
n ) as follow

Q(y) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

Q−(y) =

N−

∑

n=1

q−n
cosh any1

cosh ane/2
f−

n (y2), −e/2 ≤ y1 ≤ 0

Q+(y) = y2

+
N+
∑

n=−N+,n ̸=0

q+
n e−|bn|y1f+

n (y2), 0 ≤ y1.

(14.52)

As previously, we ask to Q± to match (on average) their values and

their first derivatives at y1 = e/2, and we get a matrix system of the

form

(

I − tF∗

FA2 B

) (

q−

q+

)

=

(

S

0

)

, (14.53)

with the same definitions as previously and now, A2 =

diag(an tanh(ane/2)) and Sn =
∫ ϕ/2
−ϕ/2 dy2 y2f

−
n (y2), specifically

Sn = −2

√

2

ϕ

1

a2
n

. (14.54)

Once the system has been inverted, we can determine

C = −
∫

dy
∂Q(2)

∂y2
=

∫ 0

−e
dy1

∫ ϕ/2

−ϕ/2

[

1 − ∂Q−

∂y2

]

. (14.55)

where we have used that Q(2)(y1 ≥ 0, y2) = Q+(y) − y2 is periodic,

thus of vanishing contribution. It is now sufficient to write C = eϕ−
q−n tanhane/an[fn]

ϕ/2
−ϕ/2 to get

C = eϕ + 2

√

2

ϕ

tanhane

an
q−n . (14.56)
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14.6.3. Scripts in Matlab

Simple scripts providing (B,C) are given below.

function B=PbElem1(phi,e,Np)

%% version de B avec B=e+.... (elargi)

Nd=2*Np;

nd=0:2:Nd; np=[-Np:-1,1:Np];

Nd=length(nd); Np=length(np);

an=nd*pi/phi; bn=2*np*pi;

for mm=1:Np,

F(mm,1) = sqrt(phi)*sinc(bn(mm)*phi/(2*pi));

for nn=2:Nd,

a=an(nn); b=bn(mm); n=nd(nn); EX=exp(1i*n*pi/2);

temp=sinc((a-b)*phi/(2*pi))*EX+sinc((a+b)*phi/(2*pi))/EX;

F(mm,nn) = sqrt(phi/2)*temp;

end,

end

Ac=an./tanh(an*e/2); Ac(1)=0;

M=[eye(Nd) ,-F’;

F*diag(Ac), diag(abs(bn))];

s1=0*nd’; s1(1)=e/2*(sqrt(phi)-1/sqrt(phi));

s2=-sinc(np*phi).’;

S=[s1; s2];

q=M\S;

B=e-2*q(1)/sqrt(phi);

function C=PbElem2(phi,e,Np)

Nd=2*Np;

nd=1:Nd; np=[-Np:-1,1:Np];

Nd=length(nd); Np=length(np);

an=nd*pi/phi; bn=2*np*pi;

for mm=1:Np,

for nn=1:Nd,

a=an(nn); b=bn(mm); n=nd(nn); EX=exp(1i*n*pi/2);

temp=sinc((a-b)*phi/(2*pi))*EX+sinc((a+b)*phi/(2*pi))/EX;

F(mm,nn) = sqrt(phi/2)*temp;

end,
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Fig. 14.14. Static fields computed for the elementary problems i = 1 and 2.
(a) (c) q(1)(y) and (b) (d) q(2)(y). (a–b) for e/h = 0.1 and ℓ/h = 0.5, (c–d) for
e/h = 0.01 and ℓ/h = 0.9.

end

M=[eye(Nd) ,-F’;

F*diag(an.*tanh(an*e/2)), diag(abs(bn))];

s=sqrt(2/phi)*(((-1).^nd-1)./an.^2).’; S=[s; zeros(Np,1)];

q=M\S;qm=q(1:Nd);

C=phi*e+4*sqrt(2/phi)*sum( qm.’.*tanh(an*e/2)./an );

end
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14.7. Appendix D — Reflection Coefficient Using the

Classical Homogenization

In this Appendix, we consider h = 1 for simplicity.

14.7.1. Scattering coefficients in the classical

homogenization

Classical homogenization relies on the same expansion of the field in

power of ε. Let us consider penetrable inclusions presenting a contrast

in mass density and a contrast in bulk modulus with respect to the

surrounding medium. In a general way, the wave propagation is the

equation of propagation in inhomogeneous media

div [a(X)∇P ] + b(X)P = 0, (14.57)

with a the inverse of the mass density and b the inverse of the bulk

modulus; we denote a(X) = a, b(X) = b inside the inclusion and

a(X) = b(X) = 1 in the surrounding medium. At the inclusion bound-

aries ∂D, P and a(X)∂nP are continuous. For acoustic waves, It is easy

to see that applying a = b = 0 in the inclusions leads to the Neumann

limit, with ∆P + P = 0 in the surrounding medium and ∂nP|∂D = 0.

This is consistent with the intuitive idea that Neumann boundary

condition corresponds to heavy materials, with infinite mass density

and infinite bulk modulus. At leading order, P ≃ P0 satisfies

div [aeff∇P ] + beffP = 0, (14.58)

with the tensor aeff and beff given by the resolution of two elementary

problems. The case of layered media, with inclusions infinitely long

along X1 and of width ℓ along X2, we have a(X2) and b(X2) and

explicit solution is possible. It ends with diagonal effective mass den-

sity tensor aeff = diag(a1
eff, a2

eff) and effective bulk modulus given by

⎧

⎪

⎪

⎨

⎪

⎪

⎩

a1
eff = ⟨a(X2)⟩ = [ℓa + (1 − ℓ)] → 1 − ℓ,

a2
eff = ⟨a(X2)

−1⟩−1 = [ℓ/a + (1 − ℓ)]−1 → 0,

beff = ⟨b(X2)⟩ = [ℓb + (1 − ℓ)] → 1 − ℓ,

(14.59)
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where the limits correspond to the Neumann case (a = b = 0). In this

limit, the propagation inside the layered medium is described by the

wave equation a1
eff∂X2

1
P +a2

eff∂X2
2
P +k2beffP = (1−ℓ)[∂X2

1
P +k2P ] =

0, from which we deduce that the component of the wavenumber

along X1 is k.

Imagine now that we cut the layered medium to create a slab,

which occupies the space X1 ∈ [−e/2, e/2], and outside the slab, the

medium has a(X) = b(X) = 1. For the real structure, the resulting

configuration corresponds to an array of rectangular hard inclusions

as studied in Section 14.2. For the equivalent homogenized medium, it

corresponds to a slab of thickness e filled with the homogeneous and

anisotropic material given by (aeff, beff). In this latter configuration,

the problem of the scattering for an incident wave coming from X1 =

−∞ with incidence θ is trivial and it has a solution of the form

P (X1,X2)

= eik sin θX2

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

[eik cos θX1 + R̃e−ik cos θ(X1+e/2)], for X1 < −e/2,

[

AeikX1 + Be−ikX1
]

, for |X1| ≤ e/2,

T̃ eik cos θ(X1−e/2), for X1 > e/2,

(14.60)

where the component of the wavenumber along X2, k sin θ, is imposed

by the continuity of P (X1,X2) at the interfaces X1 = ±e/2. Next,

applying the relations of continuity for P and a1(X)∂X1P (with

a1(X) = a1
eff = 1−ℓ in the slab and a1(X) = 1 outside) at X1 = ±e/2,

leads to usual forms of the scattering coefficients

R̃ =
2i(1 − c2) sin ke e−ike cos θ/2

(1 + c)2e−ike − (1 − c)2eike
, T̃ =

4ce−ike cos θ/2

(1 + c)2e−ike − (1 − c)2eike
,

(14.61)

where c ≡ cos θ/(1 − ℓ). The form of R̃ in the above equation is

written in an alternative form in Eq. (14.34).
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Fig. 14.15. In the classical homogenization, the actual structured film (a) is
replaced by a homogeneous anisotropic film of thickness e.

The derivation of (R̃, T̃ ) is done accounting for boundary condi-

tions being the continuity of p and of aeff∇p.n, which is true at this

leading order (see [Marigo and Maurel (2017)]).

14.7.2. Jump conditions in the classical

homogenization

It is tempting to inspect if classical homogenization gives jump condi-

tions similar to those obtained from our interface model, Eq.(14.29).

To that end, we consider, from Eqs. (14.60) the quantities #P $ =

T̃ − R̃ − 1, #∂X1P $ = ik cos θ(T̃ + R̃ − 1), with ∂X1P (0,X2) =

ik cos θ(T̃ − R̃ + 1)/2, ∂X2
1
P (0,X2) = (ik cos θ)2(T̃ − R̃ + 1)/2 and

∂X2
2
P (0,X2) = (ik sin θ)2(T̃ + R̃ + 1)/2. Expanding at leading order

(T̃ , R̃) in Eqs. (14.61) for small ke, it is easy to see that we get

#P $ =
eℓ

1 − ℓ

∂P

∂X1
(0,X2),

%
∂P

∂X1

&
= − eℓ

∂2P

∂X2
1

(0,X2) + e(1 − ℓ)
∂2P

∂X2
2

(0,X2). (14.62)

This can be written in the form of interface parameters

B̃ =
eℓ

1 − ℓ
, C̃ = e(1 − ℓ), S̃ = eℓ. (14.63)

While S = S̃ (in the non enlarged version of the jump conditions),

both C̃ and B̃ differ from C,B in Eqs. (14.30)–(14.31). The most
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evident difference is that the interface parameters given by classi-

cal homogenization misses the blockage coefficients B0 which pre-

cisely becomes dominant for e → 0. Next, C and C̃ differ from the

correction −π/8(1 − ℓ)2 appearing for large enough thickness. Both

corrections are due to boundary film effect, see [Marigo and Maurel

(2016)].

14.8. Appendix E — Scattering Coefficients for the

Modes in a Waveguide

If the film of the equivalent anisotropic medium occupies the space

X1 ∈ [−e/2, e/2] and X2 ∈ [0,H] as considered in the Section 14.3.3,

it is possible to calculate the reflection and transmission coefficients

(r̃n, t̃n) mode by mode (and a mode is defined in Eq. (14.36)). This

is because no mode coupling occurs in this case, again owing to the

orthogonality of the transverse functions. The problem first reads

a1
eff

∂2P

∂X2
1

+ a2
eff

∂2P

∂X2
2

+ k2beffp = 0, (14.64)

in the film and ∆P + k2P = 0 outside, and the relations of conti-

nuity of P and a1∂X1P apply at X1 = ±e/2 (with a1 = a1
eff inside

the layer, a1 = 1 outside). Expanding the solution into the basis of

transverse functions, P (X1,X2) =
∑

n≥0 Pn(X1) ϕn(X2), the system

is decoupled, with

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

a1
effP ′′

n +

[

k2beff − a2
eff

(nπ

H

)2
]

Pn = 0, for |X1| ≤ e/2

P ′′
n +

[

k2 −
(nπ

H

)2
]

, outside

(14.65)

with Pn continuous at X1 = ±e/2, and P ′
n(−e/2−) = a1

effP ′
n(−e/2+),

P ′
n(e/2+) = a1

effP ′
n(e/2−). In the case of our layered sound hard

medium, a1
eff = beff = 1−ℓ and a2

eff = 0, which leads to P ′′
n +k2Pn = 0

in the layer, |X1| ≤ e/2. Thus, the problem is identical to the previous
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one (Eqs. (14.60)), owing to k cos θ → kn and

r̃n =
2i(1 − c2

n) sin ke e−ikne/2

(1 + cn)2e−ike − (1 − cn)2eike
,

t̃n =
4cne−ikne/2

(1 + cn)2e−ike − (1 − cn)2eike
, (14.66)

with cn ≡ kn/k(1 − ℓ).

14.9. Appendix F — Discussion on the Convergence

of the Scattering Coefficients in the Modal

Method

In the problem considered in Section 14.3.3, we have said that the

high truncation N = 2000 − 3000 was expected and not expected.

Expected because the smallest scale to be resolved is e = H/2000

which imposes N ∼ H/e (and this corresponds to the highest evanes-

cent mode with wavenumber kN ∼ Nπ/H). Unexpected because we

have checked that the mode coupling is negligible; the incident wave

being a combination of the first 100 modes, the absence of mode cou-

pling ensures that the modes at n > 100 are not excited. To be clear,

we have compared P ex(X) computed with 3 000 modes to the fol-

lowing field

P diag(X) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

100
∑

n=0

P inc
n [eikn(X1+e/2) + Rnne−ikn(X1+e/2)], X1 < −e/2,

100
∑

n=0

P inc
n Tnneikn(X1−e/2), X1 > e/2,

(14.67)

which is precisely the field composed of the 100 first modes gener-

ated directly by the incident wave. The difference |P ex − P diag| is

less than 0.4% in both cases, thus the evanescent field generated by

higher modes is indeed negligible. The reason why high truncation
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Fig. 14.16. Reflection coefficients of the modes in the guide obstructed by a
perforated screen (same calculations as in Fig. 14.12). |Rnn| for n = 0 to 100
is shown for several truncation order N in the expansion Eq. (14.36) (orange
curves). For low truncation, N = 100, |Rnn| are found to be close to the r̃n given
by the classical homogenization in (14.66) (blue symbols); increasing N makes
|Rnn| to converge toward rn given by the interface homogenization, |rn| in Eq.
(14.40) (black symbols).

has been needed is in fact related to the convergence of Rnn and Tnn

for n ≤ 100 with N , a convergence which is often disregarded. In Fig.

14.16, we have reported the variation of |Rnn|, n ≤ 100, for several

truncations N = 100 to 3000. As it can be seen, increasing N pro-

duces a significant variation in |Rnn|, 70% on average for increasing

the truncation N from N = 100 to N = 3000. This low convergence

has already been observed for inclusions presenting a contrast in the

mass density [Maurel et al. (2014)]; it is a convergence law in 1/N ,

due to the low regularity of the field (with discontinuous pressure

gradient). Amusingly, for insufficient truncation N = 100, the scat-

tering coefficients coincide with the solution (r̃n, t̃n) given by classical

homogenization, which underestimates the weight of the evanescent

field (Eqs. (14.66), see Appendix 14.8).
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