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Abstract—

Commonly, duplicate address detection is performed
when configuring network interfaces in order to ensure
that unique addresses are assigned to each interface in
the network. Such mechanisms commonly operate with
the premises that a node "intelligently” selects an address
which it supposes to be unique, followed by a duplicate ad-
dress detection cycle, through which it verifies that no othe
active interfaces on the same network has been or is in the
process of being configured with the same address. Even as-
suming that such a mechanism is present in a MANET, al-
lowing MANET nodes to initially configure their interfaces
with addresses unique within the network, additional com-
plications arise: two or more MANETs may merge to form
a single network, and a formerly connected MANET may
partition. Thus, unless it is ensured that all MANET in-
terfaces are assigned globally unique addresses, addresgi
conflicts may at any point — not just during initial network
configuration.

In this paper, we investigate the task of performing dupli-
cate address detection when otherwise independent OLSR
networks merge. We benefit from the information already
exchanged by OLSR, and identify a number of mechanisms
through which a node may detect a conflict between the ad-
dress assigned to one of its interfaces, and an address as-
signed to an interface on another node. The mechanisms
proposed are, thus, entirely passive, creating no additical
information exchange on the network.

I. INTRODUCTION

A Mobile Ad hoc NETwork (MANET) is a collec-
tion of independant nodes, communicating over a wire-
less medium, whereby they form a multi-hop connected
network with no assumptions of an a-priori network in-
frastructure. Due to the nature of the communications
interfaces, protocols governing the connectivity and op-
eration of such MANETs must be designed such that they
restrict the amount of information exchange required be-
tween the nodes — in other words: the available band-
width within the MANET should as far as possible be
preserved for data communication. Thus, routing pro-
tocols for MANETSs should be designed with minimal
control-traffic overhead as a key criteria. An additional

constraint on MANET routing protocols is, that nodes in
a MANET may move freely, thus dynamically changing
the topology of the network. As such, a MANET routing
protocol must also satisfy the requirement of being able
to respond to potentially frequently changing topologies
— while still aim to minimize the information exchange.

A. The Optimized Link-State Routing Protocol

A premiere routing protocols for MANETSs is the Opti-
mized Link-State Routing protocol, OLSR [3]. Designed
for low-bandwidth high-dynamics networks, OLSR em-
ploys periodic optimized flooding of link-state informa-
tion using multi-point relays [5]. Additionally, OLSR
employs partial link-state information, ensuring that all
destinations, but only a subset of links sufficient to en-
sure shortest-paths, are known by all nodes in the OLSR
network.

In this section, we will expose attributes of OLSR, rel-
evant for performing duplicate address detection in case
two or more OLSR-networks merge. Thus, the three rel-
evant messages, exchanged between OLSR nodes, are
briefly described below. The information exchanged in
these messages will be employed in section Il.

1) HELLO messages. HELLO messages are em-
ployed by OLSR to detect local link-state changes and
perform bidirectionally checks of links, and are thus ex-
changed between neighbor nodes only. A node will,
periodically, generate and transmit a HELLO message,
containing three lists: a set of neighbor node inter-
faces which have been "heard”, but where bidirection-
ally hasn't yet been confirmed (status: ASYM), a set
of neighbor node interfaces with which bidirectionally
has been confirmed (status: SYM) and a list of neighbor
nodes which are designated as multi-point relays (status:
MPR). The MPR designation implies (for the purpose of
this paper) two things: that the link to an MPR designated
node is symmetrici(e. the MPR nodes form a subset
of the SYM nodes), and that the MPR node will gener-
ate and diffuse link-state information advertising thé&lin



between themselves (the MPR) and the node which se-
lected it (the MPR selector).

2) TCmessages. TC messages in OLSR are the func-
tional equivalent of OSPF LSA-messages in that they
diffuse link-state information throughout the network.
Thus, an MPR node will periodically generate a TC-
message, in which it lists its MPR selectors. Since all
nodes will select MPRs from among their symmetric
neighbors, all nodes — as well as the links nodes and their
MPRs — will be diffused throughout the net. Since TC

addresses — or more precisely, there’s no guarantee that
network interfaces across the two networks have unique
addresses. Thus, as a supplement to a mechanism en-
suring initial uniqueness of interface addresses, a mech-
anism is required to ensure that interface address unique-
ness is preserved in the face of network mergers.

The purpose of this paper is to present ways in which
an OLSR node can detect address conflicts in the case
where already configured OLSR networks merge. More
specifically, we present ways in which a node can de-

messages are diffused periodically, a sequence-number tect if an address, currently assigned to one of its own

is included in each TC message, allowing recipients to
determine which of two TCs from the same node is the
most recent.

3) MID messages. In OLSR networks, nodes may
have multiple interfaces, each with a distinct address,
participating in the MANET. Such nodes with multiple
interfaces will, periodically, generate MID messages and
diffuse to the entire network, listing the set of interface
addresses which participate in the OLSR network.

B. Duplicate Address Detection in OLSR networks

Typically, addresses are assigned in ways which (try
to) ensure uniqueness: no two interfaces within the same
network should carry the same address. In traditional,
wired, networks this has been ensured by state-full cen-
tralized servers [4] or through stateless autoconfigunatio
[6] — the former assuming that a centralized server is al-
ways present and reachable in the network, the latter that
all interfaces in the network share a broadcast/multicast
link, over which they are reachable and able to participate
in a distributed address assignment algorithm.

In an OLSR network, these approaches fail: no cen-
tralized entity can be assumed — indeed, is contrary to
the definition of a manet — and even if one was present,
mobility and the potentially fragile nature of radio-links
would imply that this centralized entity could be reached
by all interfaces at all times. Similarly, the require-
ment that interfaces share a broadcast/multicast lin fail
an OLSR promotes multi-hop communication through
the deployment of a routing protocol among the nodes
— which depends on interfaces already having uniquely
configured address in order to operate.

Several proposals for initial address configuration ex-
ist[2], [1] etc., providing different ways for nodes within
an OLSR network to initially acquire unique addresses.
A common thing for these proposals is, however, that
the nodes acquiring address must form a multi-hop con-
nected network.

However with OLSR networks being inherently mo-
bile, network partitioning, where a set of nodes loose
connectivity from the rest of the nodes, and network
merger of formerly independent or partitioned networks
may occur. In the situation where two network merge,
there is a non-zero probability that nodes in the two net-
works may have configured their interfaces with the same

interfaces, is concurrently used on another interface in
the network. We note, that the approaches taken for de-
tection of duplicate addresses is completely passive: no
additional information exchange is required between the
nodes — all that is required is for the nodes participating
in the network to be running OLSR, and for the dupli-
cate address detection mechanism to have access to the
internal state of the OLSR routing daemon.

C. Paper Outline

The remainder of this paper is organized as follows:
section Il describes the different mechanisms, already
present in OLSR, which can be exploited to provide the
ability to detect when an address is concurrently assigned
to more than one interface. Specifically, the methods
do not incur any additional information exchange and,
for all but one do not incur any additional storage re-
quirements to the OLSR nodes. Once an address con-
flict is determined, conflict resolution can be performed,
with the goal of removing any conflicting address assign-
ments. Some additional considerations regarding the ap-
plicability and scope of the discussed mechanisms are in-
cluded in section lll. Section IV how resolving a conflict,
once detected, can be performed, followed by section V,
which concludes this paper.

Il. PERFORMING DAD IN OLSR NETWORKS

In this section, we present different mechanisms
through which an OLSR node can detect if the address,
currently assigned to one of its interfaces, is concuryentl
being used by an interface on another node. We note that
none of the mechanisms presented here impose any addi-
tional information exchange between nodes beyond what
is already performed by OLSR.

The duplicate address detection mechanisms are based
on inspecting received OLSR control messages, as well
as the receiving nodes state, to determine if an address
on the receiving node is duplicated elsewhere in the net-
work. More precisely, a node can inspect a received mes-
sage to detect (i) if the message appears to have been
sent from an interface the receiving node or (ii) if the
message contains information about interfaces of the re-
ceiving node. In either of these cases, the information



contained in the received OLSR message is compared to be selected from among neighbors with which a symmet-
the state recorded in the receiving node, allowing the re- ric link exist. Thus, a hypothesis could be that if the left-
ceiving node to detect a potential duplicate of one of its most node "A” on figure 2, which has a recorded asym-
addresses. metric link with node "B”, receives a HELLO from node
With this in mind, the following subsections will in- B declaring it as MPR, then a conflict exists as indicated:
spect the three OLSR message types described briefly a second node "A”, adjacent to "B”, has the same ad-

in section I-A: HELLO, TC and MID-messages. In the
illustrations in this section, nodes are identified by ad-
dresses "A”, "B”, "C”", ... If an address is duplicated, two
nodes will appear in the figure with the same address.
The node being the center from which the mechanism is

dress as "A”.

This would, however, be a false conclusion. On es-
tablishment of the link between "A” and "B” node "A”
receives a HELLO from "B”, bringing node "A” to see
the link to "B” as ASYM. In the next HELLO from node

"A”, node "B” will see its own address listed and con-
clude that the link is symmetric. Node "B” may, then,
select "A” as MPR and include this selection in the next

A. HELLO: Mismatching neighborhood . . .
: i gneg . HELLO message. In this way, node "A” will receive an
Anode whichreceives a HELLO message on one ofits  \ipR selection from a node with which it has only an

interfaces, where the HELLO message appears to come gqymmetric link, without this being an indication of ad-
from the node itself, a potential address duplication may 4ress conflicts in the network.
incur: since HELLO messages are never forwarded in
OLSR, an OLSR node should not receive a copy of a
HELLO message with any of its own interface-addresses
as originators Should a node receive a HELLO mes-
sage with one of its own interface addresses listed as
originator, there’s a likely collision: two adjacent nodes
have interfaces configured with the same address, as il-
lustrated in figure 1. From the point of view of the left-
most node "A” (indicated by a double-circle), this can be
confirmed by inspecting the neighborhood being adver-
tised in the HELLO message: the HELLO message will
include nodes B and C as neighbors, whereas neither are Fig. 2. Node A detects an address duplication as itreceivSlA0
. . . message with its own address listed as MPR from a neighborttB wi
neighbors of the node receiving the HELLO. Thus, itcan | ich it has no symmetric link.
be detected by the leftmost node in figure 1 that one of
its interface addresses is also being used elsewhere in the

network.
(D)

HELLCA) {B=SYM, C=ASYM}

described is indicated by a double-circle.

Neighb. T (B= HEARD}

C. TC: Sequence Number Mismatch

If a node, "A”, receives a TC message with the address
of one of its own interfaces listed as originator address
address and with a sequence number very different from
the sequence number that node "A” currently is using,
this can be an indication that an interface of node "A”
is concurrently being assigned to another interface in the
OLSR network. This situation is illustrated in figure 3

Seq. =X

e ——ee

TC {seq. number very different from
A

Fig. 1. Node A detects an address duplication as it receivsld O
message with its own address listed as originator address.

Symetric Link

Asymetric Link

— Transmission
Node detects
duplicate

Fig. 3. Node A detects an address duplication as it receivVe€ a
message with its own address listed as originator addrebsviah a
sequence number that is very different from the currenteecginum-
bers it uses.

B. HELLO: MPR Sdlection Abnormality

A second intuitive diagnostic on HELLO messages
could be to consider MPR selection: an MPR node must

IThis ignores the situation where a node has two radio irtesfa
running OLSR on the same channel.



D. TC: Link-Sate Mismatch

If a node, "A”, receives a TC message, declaring the
address of one of node "A™s interfaces as MPR selec-
tor, the originator of that TC-message must be a direct
neighbor of node "A”. Considering, however, the situa-
tion illustrated in figure 4: the rightmost node "A” selects
node "C” as MPR, and thus node "C” will advertise "A”
in its TC messages. From the point of view of the left-
most node "A”, an address conflict will be detected thus:
a TC will be received from node "C”, advertising a link
between node "C” and node "A”, yet in the leftmost node
"A” no such link exists.

MPR Set {8}

NETWORK

(0.m nodes )

C (A}

Fig. 4. Node A detects an address duplication as it receive€ a
message with its own address listed as originator addrebssigmlisted
addresses that are not in its neighborhood, or MPR selection

E. MID: Interface Mismatch

The final message type in OLSR is MID messages,
through which a node with multiple interfaces declares
its interface configuration to the other nodes in the net-
work. If anode, "A”, receives a MID messages, in which
the address of one of its own interfaces is listed, the re-
maining addresses listed in the MID must also belong
to node "A”. Alternatively, if a node, "A”, receives an
MID-message, containing one or more addresses, be-
longing to node "A” but also listing addresses which do
not belong to node "A”, then at least one address is as-
signed to more than one node. This is illustrated in fig-
ure 5, in which one node has the addresses "A”, "Al”
and "A2, whereas the other node has the addresses "A”,
"A3" and "A4".

IIl. APPLICABILITY AND SCOPE

NETWORK A3,

Vi
)AA

MID {A3, A
A

Fig. 5. Node A detects an address duplication as it receindd|B
message with its own address listed as originator, and vsitkdl ad-
dresses that are different from its own.

Fig. 6. A completely symmetric OLSR network, where trackifg
control traffic fails to detect address duplication

In the rare case of a totally symmetric MANET, such
as the one as depicted in figure 6, routing message mon-
itoring may not be sufficient to detect the duplicate ad-
dresses. In figure 6, the duplicate nodes cannot detect
the collision with each other since the routing messages
produced by the left side of the network are identical to
the routing messages produced by the right side of the
network (because the topology is symmetric). Sequence
number mismatch monitoring may help in this case, but it
may also crash the network further, as such mismatches
may invalidate the link state information with each TC
transmission, alternatively from the right side and the lef
side of the network. Another example is with the se-
guence number mechanism. This technique is not com-
pletely reliable in order to detect duplicate addresses, as
delayed delivery can cause an outdated control message
that is received to be possibly wrongly interpreted as a
case of address duplication. This category of false alarm
is more likely to be caused by TC or MID messages
rather than HELLO messages, as they feature only one
hop scope, suppressing delays due to forwarding.

Such cases challenge the passive approach to DAD.

Passive mechanisms, such as those presented in this Therefore other techniques maybe employed in addition

paper, are based on the monitoring of the control mes-
sages of the routing protocol. These aim at detecting
anomalies in this traffic, that can hint to possible address
collisions. However, this approach has a few shortcom-
ings, both in terms of false alarms and in terms unde-
tected duplications.

to passive mechanisms in order to increase the reliabil-
ity of the DAD. These techniques can be called active, or
semi-passive, depending on how much additional over-
head is produced by the mechanism.

Semi-passive techniques involve deeper analysis of the
link state information traffic, such as tracking and pro-



cessing the history of such traffic, in order to prevent er-
rors. However, these techniques come with much more

processing and memory needs, a fact that must be care-

fully evaluated.

Active techniques involve sending specific DAD in-
formation or messages, in addition to the routing control
overhead. For instance, flooding a neighbor solicitation

ing the proactive nature of the routing protocol, moni-

toring the routing control messages allows detection of
many cases of duplicate addresses in the OLSR net-
works. This simple passive approach has, however,
some shortcomings, both in terms of false alarms and
in terms of undetected duplications under some very
specific network conditions with exactly-symmetric net-

message is part of such a technique. These can be moreworks. Thus, while passive duplicate address detection

efficient than passive waiting, but they nevertheless come
with greater overhead, a fact that must also be carefully
evaluated.

IV. RESOLVING DUPLICATE ADDRESSCONFLICTS

The purpose of the mechanisms, described in this pa-
per, is to detect when two or more interfaces in the net-
work have been configured with the same address — that
a duplicate address conflict exists in the network. The
logical next-step to having detected this situation is to re
solve it — to reconfigure nodes such that each interface
participating in the OLSR network has a network-wide
unique address.

Resolving a duplicate address conflict is, functionally,
orthogonal to detecting a duplicate address conflict and,
depending on the specificities of the network, different
mechanisms can be employed. In this section, we briefly
outline a few general approaches to resolving duplicate
address conflict. The objective, however, remains to
remove conflicting interfaces from the OLSR network,
while disrupting the network operation as little as possi-
ble.

The simplest solution, once a duplicate address con-
flict is detected, is for a node to simply disable the local
interface(s) which are conflicting. If these interfacesithe
wish to enter the network again, a new initial autoconfig-
uration cycle must be initiated. The advantage of this
method is its simplicity and fact that no lengthy election
procedure must be completed before duplicate address
conflicts are resolved. The disadvantage is, that when
a conflict arises, all conflicting interfaces are potentiall
disabled without consideration to traffic (or even neces-
sity: when two interfaces are conflicting, it suffices to
disable one of them, not both).

A more elegant class of solutions to resolving a du-
plicate address conflict would be for the node(s) which
detect a conflict to "negotiate” which interface should
yield — possibly based on metrics such as active traffic
flows for a given interface etc. This negotiation would
take form of a broadcast of information (a "CONFLICT”
message), containing necessary information for a recipi-
ent to decide if it should yield and disable a given inter-
face, or not.

V. CONCLUSION AND FUTURE WORK

In this paper we have given an overview of the issues
with duplicate address detection in OLSR networks. Us-

in OLSR networks provides a simple and overhead-free
mechanism for detecting a large class of duplicate ad-
dress conflicts, it might be beneficial to complement pas-
sive duplicate address detection with an active mecha-
nism — possibly combined with an active mechanism for

duplicate address conflict resolution.
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