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# MEAN-FIELD AND CLASSICAL LIMIT FOR THE $N$-BODY QUANTUM DYNAMICS WITH COULOMB INTERACTION 

FRANÇOIS GOLSE AND THIERRY PAUL


#### Abstract

This paper proves the validity of the joint mean-field and classical limit of the quantum $N$-body dynamics leading to the pressureless EulerPoisson system for factorized initial data whose first marginal has a monokinetic Wigner measure. The interaction potential is assumed to be the repulsive Coulomb potential. The validity of this derivation is limited to finite time intervals on which the Euler-Poisson system has a smooth solution that is rapidly decaying at infinity. One key ingredient in the proof is an inequality from [S. Serfaty, with an appendix of M. Duerinckx arXiv:1803.08345v3 [math.AP]].


## 1. Introduction

The mean-field limit of the $N$-body Schrödinger or von Neumann equation for identical particles interacting via a repulsive Coulomb potential (such as electrons in a molecule) has been investigated in several articles in the recent past [11, 33, 36]. The much simpler case of a bounded interaction potential has been treated earlier in Theorem 5.7 on p. 610 of [39] (see also [3]). All these results are obtained in an asymptotic regime (large number $N$ of interacting particles), avoiding the semiclassical setting (i.e. assuming that the Planck constant $\hbar$ is of the same order of magnitude as the typical action per particle).

Classical dynamics, i.e. the differential system consisting of Newton's second law of motion written for each particle in a system, is known to describe the limit of Schrödinger or von Neumann equation in the semiclassical regime, i.e. assuming that the de Broglie wavelength of each particle is small compared to the typical length scale (or size) of the system: see for instance chapter VII in [25] and section IV in [29]. The same is true of the quantum and classical mean-field dynamics respectively: see Theorems IV. 2 and IV. 4 in [29]. Thus, the uniformity as $\hbar \rightarrow 0$ of the mean-field limit for the quantum $N$-body dynamics would entail the validity of the mean-field limit for the $N$-body classical dynamics. At the time of this writing, the mean-field limit for the $N$-body classical dynamics has been proved rigorously for general initial data in the case of $C^{1,1}$ interaction potentials [2, 9], or for a class of singular repulsive potentials $[21,22]$ whose singularity at the origin is weaker than that of the Coulomb potential. Other approaches [26, 27] involve the idea of replacing either the Coulomb interaction, or the point charges with a conveniently chosen regularization thereof, where the regularization parameter is chosen so as to be vanishingly small, typically of order $O\left(N^{-\alpha}\right)$ for some $\alpha>0$, in the large $N$ limit.

[^0]Very recently, a new approach to the mean-field limit in classical dynamics with repulsive Coulomb interaction has led to a rigorous derivation of the pressureless Euler-Poisson system from Newton's second law written for each element of a N (point) particle system [38]. This new approach is based on a "modulated energy method" (reminiscent of [5] for instance, or of the relative entropy method in [8, 41], and of [10] in the case of Riesz potentials), assuming that the target solution is smooth on some finite time interval. A very remarkable feature of the approach in [38] is that it allows handling directly the Coulomb potential (and even other singular potentials, viz. Riesz potentials) without any unphysical modification (such as truncation of either the potential or the charge empirical density). Unfortunately this approach seems at present limited to the case of monokinetic solutions of the Vlasov-Poisson equation - in other words, to deriving the Euler-Poisson rather than the Vlasov-Poisson system. Another potential drawback of this approach if one has in mind to extend it to a quantum setting is that it is couched in terms of phase-space empirical measures, in other words of Klimontovich solutions of the Vlasov equation, as is the case of the pioneering work of [31] and of the proofs in [2, 9].

Various mathematical tools have been constructed recently in order to prove the uniformity as $\hbar \rightarrow 0$ of the quantum mean-field convergence rate. These tools involve quantum analogues of the Wasserstein or Monge-Kantorovich distances in optimal transport $[14,17,19]$, or a quantum analogue of the notion of phase-space empirical measure, or of Klimontovich solutions to the Vlasov equation [18]. All these tools have produced satisfying results in the case of interaction potentials that are at least $C^{1,1}$. Putting them to use in the case of singular potentials (even less singular than the Coulomb potential) remains to be done. The interest for this uniformity issue comes from earlier works [20,32], where partial results have been obtained with more traditional analytical tools.

In the present paper, we explain how one key inequality in [38] can be used to prove the uniformity as $\hbar \rightarrow 0$ of the mean-field limit for the quantum dynamics of point particles interacting via a repulsive Coulomb potential. While Proposition 2.3 in [38] can be used essentially as a black box in the present paper, the remaining part of the proof differs noticeably from [38], in the first place because of the formalism of Klimontovich solutions systematically used in [38]. One could follow the analysis in [38], replacing classical Klimontovich solutions with their quantum analogue constructed in [18], at the cost of rather heavy mathematical technique. Instead, we have chosen to take advantage of one simplifying feature in [38], which allows controlling the convergence rates of the mean-field (large $N$ ) and semiclassical (small $\hbar$ ) regimes in terms of the first two equations in the BBGKY hierarchy. Additional remarks on the mathematical methods used in the present paper are to be found in section 3 .

## 2. Presentation of the Problem. Main Results

Denote by $V(z):=1 / 4 \pi|z|$ the repulsive Coulomb potential in $\mathbf{R}^{3}$. For each integer $N \geq 2$, consider the $N$-body quantum Hamiltonian

$$
\mathscr{H}_{N}:=\sum_{j=1}^{N}-\frac{1}{2} \hbar^{2} \Delta_{x_{j}}+\frac{1}{N} \sum_{1 \leq j<k \leq N} V\left(x_{j}-x_{k}\right)
$$

with the weak coupling constant $1 / N$ that is characteristic of the mean-field limit for $N$ bosons. With the notation $\mathfrak{H}:=L^{2}\left(\mathbf{R}^{3}\right)$ and $\mathfrak{H}_{N}:=L^{2}\left(\left(\mathbf{R}^{3}\right)^{N}\right) \simeq \mathfrak{H}^{\otimes N}$, the unbounded operator $\mathscr{H}_{N}$ with domain $\operatorname{Dom}\left(\mathscr{H}_{N}\right):=H^{2}\left(\left(\mathbf{R}^{3}\right)^{N}\right)$ is self-adjoint on $\mathfrak{H}_{N}$ (see Lemma 5 and Theorem 1 in [23]), and therefore generates a unitary group on $\mathfrak{H}_{N}$ by Stone's theorem (see section VIII. 4 in [35]).

The quantum $N$-particle dynamics in the case of pure quantum states is defined in terms of the Cauchy problem for the $N$-body Schrödinger equation, with unknown the $N$-particle wave function $\Psi_{N} \equiv \Psi_{N}\left(t, x_{1}, \ldots, x_{N}\right) \in \mathbf{C}$ :

$$
\begin{equation*}
i \hbar \partial_{t} \Psi_{N}=\mathscr{H}_{N} \Psi_{N},\left.\quad \Psi_{N}\right|_{t=0}=\Psi_{N}^{i n} \tag{1}
\end{equation*}
$$

The generalized solution of the Cauchy problem is

$$
\Psi_{N}(t, \cdot)=e^{-i t \mathscr{H}_{N} / \hbar} \Psi_{N}^{i n}, \quad t \in \mathbf{R}
$$

which is defined for all $\Psi_{N}^{i n} \in \mathfrak{H}_{N}$. The function $t \mapsto \Psi_{N}(t, \cdot)$ so obtained belongs to $C\left(\mathbf{R}_{+} ; \mathfrak{H}_{N}\right)$.

Alternately, in the case of mixed quantum states, one considers instead the Cauchy problem for the $N$-body von Neumann equation, with unknown $N$-particle density operator $R_{N} \equiv R_{N}(t) \in \mathcal{D}\left(\mathfrak{H}_{N}\right)$. The algebra of bounded operators on the Hilbert space $\mathcal{H}$ is denoted $\mathcal{L}(\mathcal{H})$. The two-sided ideal of trace class (resp. Hilbert-Schmidt) operators is denoted $\mathcal{L}^{1}(\mathcal{H})$ (resp. $\mathcal{L}^{2}(\mathcal{H})$ ). The operator, trace and Hilbert-Schmidt norms are denoted respectively $\|\cdot\|,\|\cdot\|_{1}$ and $\|\cdot\|_{2}$. The sets of density operators on $\mathfrak{H}_{N}$ and of symmetric density operators on $\mathfrak{H}_{N}$ are denoted respectively

$$
\begin{aligned}
\mathcal{D}\left(\mathfrak{H}_{N}\right) & :=\left\{R \in \mathcal{L}\left(\mathfrak{H}_{N}\right) \text { s.t. } R=R^{*} \geq 0, \quad \operatorname{trace}_{\mathfrak{H}_{N}}(R)=1\right\}, \\
\mathcal{D}_{S}\left(\mathfrak{H}_{N}\right) & :=\left\{R \in \mathcal{D}\left(\mathfrak{H}_{N}\right) \text { s.t. } U_{\sigma} R U_{\sigma}^{*}=R \text { for all } \sigma \in \mathfrak{S}_{N}\right\},
\end{aligned}
$$

where

$$
U_{\sigma} \Psi_{N}\left(x_{1}, \ldots, x_{N}\right):=\Psi_{N}\left(x_{\sigma^{-1}(1)}, \ldots, x_{\sigma^{-1}(N)}\right)
$$

The $N$-body von Neumann equation takes the form

$$
\begin{equation*}
i \hbar \partial_{t} R_{N}(t)=\left[\mathscr{H}_{N}, R_{N}(t)\right],\left.\quad R_{N}\right|_{t=0}=R_{N}^{i n} \tag{2}
\end{equation*}
$$

and its generalized solution is

$$
R_{N}(t)=e^{-i t \mathscr{H}_{N} / \hbar} R_{N}^{i n} e^{+i t \mathscr{H}_{N} / \hbar}, \quad t \in \mathbf{R}
$$

One easily checks that

$$
R_{N}^{i n} \in \mathcal{D}_{s}\left(\mathfrak{H}_{N}\right) \Longrightarrow R_{N}(t) \in \mathcal{D}_{s}\left(\mathfrak{H}_{N}\right) \quad \text { for all } t \in \mathbf{R} .
$$

The connection between (1) and (2) is explained by the following observation: if the initial data in (2) is $R_{N}^{i n}=\left|\Psi_{N}^{i n}\right\rangle\left\langle\Psi_{N}^{i n}\right|$, then the solution $t \mapsto R_{N}(t)$ of (2) is $R_{N}(t)=\left|\Psi_{N}(t)\right\rangle\left\langle\Psi_{N}(t)\right|$ for all $t \in \mathbf{R}$, where $t \mapsto \Psi_{N}(t)$ is the solution of (1). Throughout this paper, we use systematically the Dirac bra-ket notation ${ }^{1}$.

[^1]The Euler-Poisson system with unknown $(\rho, u) \equiv(\rho(t, x), u(t, x)) \in[0,+\infty) \times \mathbf{R}^{3}$ takes the form

$$
\begin{cases}\partial_{t} \rho+\operatorname{div}_{x}(\rho u)=0, & \left.\rho\right|_{t=0}=\rho^{i n}  \tag{3}\\ \partial_{t} u+u \cdot \nabla_{x} u+\nabla_{x} V \star_{x} \rho=0, & \left.u\right|_{t=0}=u^{i n}\end{cases}
$$

The following result is classical, and stated in [38].
Proposition 2.1. Assume that $\rho^{i n} \in H^{2 m}\left(\mathbf{R}^{3}\right)$ satisfies

$$
\begin{equation*}
\rho^{i n}(x) \geq 0 \text { for a.e. } x \in \mathbf{R}^{3}, \quad \text { and } \quad \int_{\mathbf{R}^{3}} \rho^{i n}(y) d y=1 \tag{4}
\end{equation*}
$$

and let $u^{i n} \in L^{\infty}\left(\mathbf{R}^{3}\right)$ be such that $\nabla_{x} u^{i n} \in H^{2 m}\left(\mathbf{R}^{3}\right)$.
Then, there exists $T \equiv T\left[\left\|\rho^{i n}\right\|_{H^{2 m}\left(\mathbf{R}^{3}\right)}+\left\|\nabla_{x} u^{i n}\right\|_{H^{2 m}\left(\mathbf{R}^{3}\right)}\right]>0$, and a solution ( $\rho, u$ ) of the pressureless Euler-Poisson system (3) such that

$$
t \mapsto \rho(t, \cdot) \text { and } t \mapsto \partial_{x_{j}} u_{k}(t, \cdot) \text { belong to } C\left([0, T], H^{2 m}\left(\mathbf{R}^{3}\right)\right)
$$

for each $j, k=1,2,3$, while $u \in L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)$. Besides, for all $t \in[0, T]$, one has

$$
\begin{equation*}
\rho(t, x) \geq 0 \text { for a.e. } x \in \mathbf{R}^{3}, \quad \text { and } \quad \int_{\mathbf{R}^{3}} \rho(t, y) d y=1 . \tag{5}
\end{equation*}
$$

In particular, if $m=2$, then $\rho \in L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)$, while $\partial_{x}^{\alpha} u_{k} \in L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)$ for each $k=1,2,3$ and each $\alpha \in \mathbf{N}^{3}$ such that $|\alpha| \leq 3$.

Before we state our main result, we recall a few elementary facts on trace-class operators.

If $R \in \mathcal{L}^{1}\left(L^{2}\left(\mathbf{R}^{d}\right)\right)$, it has an integral kernel (which we henceforth abusively denote $R \equiv R(x, y))$ satisfying the following property: the function $z \mapsto R(x, x+z)$ belongs to $C_{b}\left(\mathbf{R}^{d} ; L^{1}\left(\mathbf{R}^{d}\right)\right)$. In particular, the restriction of $R$ to the diagonal, i.e. the function $\rho(x):=R(x, x)$ is a well-defined element of $L^{1}\left(\mathbf{R}^{d}\right)$, called the density function of $R$. See for instance Example 1.18 in chapter X, $\S 1$ of [24], together with Lemma 2.1 (1) in [3] or footnote 1 on pp. 61-62 of [16].

Henceforth, we denote $D_{x}:=-i \nabla_{x}$. Assume that $R \in \mathcal{L}^{1}\left(L^{2}\left(\mathbf{R}^{d}\right)\right)$ satisfies

$$
R=R^{*} \geq 0 \quad \text { and } \quad \operatorname{trace}\left(R^{1 / 2}\left|D_{x}\right|^{2} R^{1 / 2}\right)<\infty
$$

For each test function $\phi \in C_{b}\left(\mathbf{R}^{d}\right)$ and each $k=1, \ldots, d$, one defines a signed Radon measure $J^{k}$ on $\mathbf{R}^{d}$ by the formula

$$
\begin{equation*}
\int_{\mathbf{R}^{d}} \phi(x) J^{k}(d x):=\operatorname{trace}\left(\left(\phi \vee \frac{1}{2} \hbar D_{k}\right) R\right) . \tag{6}
\end{equation*}
$$

(Here we have used the notation

$$
\begin{equation*}
A \vee B=A B+B A \tag{7}
\end{equation*}
$$

to designate the anti-commutator of the operators $A$ and $B$.) The (signed) measurevalued vector field $\left(J^{1}, \ldots, J^{d}\right)$ so defined is henceforth referred to as the current of $R$.

If $T$ is a trace-class operator on $L^{2}\left(\mathbf{R}^{d_{1}} \times \mathbf{R}^{d_{2}}\right) \simeq L^{2}\left(\mathbf{R}^{d_{1}}\right) \otimes L^{2}\left(\mathbf{R}^{d_{2}}\right)$, one can define its partial trace $\operatorname{trace}_{1}(T) \in \mathcal{L}^{1}\left(L^{2}\left(\mathbf{R}^{d_{1}}\right)\right)$ by the identity

$$
\operatorname{trace}_{L^{2}\left(\mathbf{R}^{d_{1}}\right)}\left(A \operatorname{trace}_{1}(T)\right)=\operatorname{trace}_{L^{2}\left(\mathbf{R}^{d_{1} \times \mathbf{R}^{d_{2}}}\right)}\left(\left(A \otimes I_{L^{2}\left(\mathbf{R}^{d_{2}}\right)}\right) T\right)
$$

If $T \in \mathcal{D}_{s}\left(\mathfrak{H}_{N}\right)$, one defines the marginals of $T$ as follows: for each $k=1, \ldots, N-1$, the $k$-th marginal of $T$, denoted by $T_{: k}$, is defined as $\operatorname{trace}_{1}(T) \in \mathcal{D}\left(\mathfrak{H}_{k}\right)$, viewing $T$
as a trace-class operator on $\mathfrak{H}_{k} \otimes \mathfrak{H}_{N-k} \simeq \mathfrak{H}_{N}$. Equivalently, $T_{: k}$ is defined by duality as follows:

$$
\operatorname{trace}_{\mathfrak{H}_{k}}\left(T_{: k} A\right)=\operatorname{trace}_{\mathfrak{H}_{N}}\left(T\left(A \otimes I_{\mathfrak{H}_{N-k}}\right)\right), \quad \text { for all } A \in \mathcal{L}\left(\mathfrak{H}_{k}\right)
$$

The Wigner transform [29] of $R$ is defined as

$$
W_{h}[R](x, \xi):=\frac{1}{(2 \pi)^{d}} \int_{\mathbf{R}^{d}} R\left(x+\frac{1}{2} \hbar y, x-\frac{1}{2} \hbar y\right) e^{-i \xi \cdot y} d y
$$

Since $\mathcal{L}^{1}\left(L^{2}\left(\mathbf{R}^{d}\right)\right) \subset \mathcal{L}^{2}\left(L^{2}\left(\mathbf{R}^{d}\right)\right)$, the Wigner transform $W_{\hbar}[R] \in L^{2}\left(\mathbf{R}^{2 d}\right)$ by the Plancherel theorem.

### 2.1. From the $N$-body quantum dynamics to the Euler-Poisson system.

 Our main result is the following statement.Theorem 2.2. Let $\rho^{i n} \in H^{4}\left(\mathbf{R}^{3}\right)$ satisfy (4), and let $u^{i n} \in L^{\infty}\left(\mathbf{R}^{3}\right)$ such that $\nabla u^{i n} \in H^{4}\left(\mathbf{R}^{3}\right)$. Let $T>0$ and let $(\rho, u)$ be a solution of the pressureless EulerPoisson system (3) such that $\rho$ and $\partial_{x}^{\alpha} u_{j} \in L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)$ for all $k=1,2,3$ and all $\alpha \in \mathbf{N}^{3}$ such that $|\alpha| \leq 3$.

Let $R_{\hbar, N}^{i n}=\left(R_{\hbar}^{i n}\right)^{\otimes N}$, where $R_{\hbar}^{i n} \in \mathcal{D}(\mathfrak{H})$ satisfies

$$
\begin{equation*}
\sup _{\hbar \in(0,1)} \operatorname{trace}_{\mathfrak{H}}\left(\left(R_{\hbar}^{i n}\right)^{1 / 2}\left|\hbar D_{x}\right|^{4}\left(R_{\hbar}^{i n}\right)^{1 / 2}\right)<\infty, \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{trace}_{\mathfrak{H}}\left(\left(R_{\hbar}^{i n}\right)^{1 / 2}\left|\hbar D_{x}-u^{i n}(x)\right|^{2}\left(R_{\hbar}^{i n}\right)^{1 / 2}\right) \rightarrow 0 \text { as } \hbar \rightarrow 0, \tag{9}
\end{equation*}
$$

while the density function $\rho_{\hbar}^{i n}$ of $R_{\hbar}^{i n}$ satisfies

$$
\begin{equation*}
\iint_{\mathbf{R}^{3} \times \mathbf{R}^{3}} \frac{\left(\rho_{h}^{i n}(x)-\rho^{i n}(x)\right)\left(\rho_{h}^{i n}(y)-\rho^{i n}(y)\right)}{|x-y|} d x d y \rightarrow 0 \quad \text { as } \hbar \rightarrow 0 . \tag{10}
\end{equation*}
$$

Let $R_{h, N}(t):=e^{-i t \mathscr{H}_{N} / h} R_{\hbar, N}^{i n} e^{+i t \mathscr{H}_{N} / \hbar}$ be the generalized solution of (2) with initial data $R_{\hbar, N}^{i n}$, and let $R_{h, N: 1}(t)$ be its first marginal density. Denote by $\rho_{h, N: 1}(t, \cdot)$ and $J_{h, N: 1}(t, \cdot)$ respectively the density function and the current of $R_{h, N: 1}(t)$.

In the limit as $\frac{1}{N}+\hbar \rightarrow 0$ and for each $t \in[0, T]$, one has ${ }^{2}$ :

$$
\begin{equation*}
\rho_{\hbar, N: 1}(t, \cdot) \rightarrow \rho(t, \cdot) \text { narrowly in } \mathcal{P}\left(\mathbf{R}^{3}\right) \tag{11}
\end{equation*}
$$

while
$J_{\hbar, N: 1}(t, \cdot) \rightarrow \rho u(t, \cdot)$ for the narrow topology of signed Radon measures on $\mathbf{R}^{3}$.
Besides

$$
\begin{equation*}
\operatorname{trace}_{\mathfrak{H}}\left(R_{\hbar, N: 1}(t)^{1 / 2}\left|\hbar D_{x}-u(t, x)\right|^{2} R_{\hbar, N: 1}(t)^{1 / 2}\right) \rightarrow 0 \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{\hbar}\left[R_{\hbar, N: 1}(t)\right] \rightarrow \rho(t, x) \delta(\xi-u(t, x)) \quad \text { in } \mathcal{S}^{\prime}\left(\mathbf{R}^{3}\right) \tag{14}
\end{equation*}
$$

for each $t \in[0, T]$ as $\frac{1}{N}+\hbar \rightarrow 0$.

[^2]This result is the analogue of the main result in [16] (Theorem 2.6 of [16]) for nearly monokinetic quantum states - i.e. states satisfying the condition (13) and in the case where the interaction is a repulsive Coulomb potential, at variance with Theorem 2.6 of [16] which considers only interaction potentials in $C^{1,1}\left(\mathbf{R}^{3}\right)$. However, the method used in [16] avoids the restriction to nearly monokinetic initial data, i.e. assumption (9).
2.2. Consequences of Theorem 2.2. The most important consequence of Theorem 2.2 is the uniformity as $\hbar \rightarrow 0$ of the mean-field limit of the quantum $N$-body dynamics to the Hartree equation in the large $N$ limit, in the case of a repulsive Coulomb interaction and in the "near monokinetic" regime.

We recall that the Hartree equation (in the formalism of density operators) is

$$
\begin{equation*}
i \hbar \partial_{t} R_{\hbar}(t)=\left[-\frac{1}{2} \hbar^{2} \Delta_{x}+V \star \rho_{\hbar}(t, \cdot), R_{\hbar}(t)\right], \quad R_{\hbar}(0)=R_{\hbar}^{i n} \tag{15}
\end{equation*}
$$

where $\rho_{h}(t, \cdot)$ is the density function of $R_{h}(t)$.
The existence and uniqueness of the solution to this Cauchy problem has been studied in detail by $[7,1]$. We recall ${ }^{3}$ that (8) implies that (15) has a unique global solution defined for all $t \geq 0$.

Theorem 2.3. Let $\rho^{i n} \in H^{4}\left(\mathbf{R}^{3}\right)$ satisfy (4), and let $u^{i n} \in L^{\infty}\left(\mathbf{R}^{3}\right)$ such that $\nabla u^{i n} \in H^{4}\left(\mathbf{R}^{3}\right)$. Let $T>0$ be such that the system (3) has a solution ( $\rho, u$ ) satisfying the conditions $\rho \in L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)$ and $\partial_{x}^{\alpha} u_{j} \in L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)$ for all $k=1,2,3$ and all $\alpha \in \mathbf{N}^{3}$ with $|\alpha| \leq 3$.

Let $R_{\hbar}^{i n} \in \mathcal{D}(\mathfrak{H})$ satisfy (8) and (9), while the density function $\rho_{\hbar}^{i n}$ of $R_{\hbar}^{i n}$ satisfies (10). Let $t \mapsto R_{h}(t)$ be the solution of the Cauchy problem for the Hartree equation (15).

Let $R_{h, N}(t):=e^{-i t \mathscr{H}_{N} / h} R_{h, N}^{i n} e^{+i t \mathscr{H}_{N} / h}$ be the generalized solution of (2) with initial data $R_{h, N}^{i n}:=\left(R_{h}^{i n}\right)^{\otimes N}$, and let $R_{\hbar, N: 1}(t)$ be the first marginal density of $R_{\hbar, N}(t)$. Denote by $\rho_{\hbar, N: 1}(t, \cdot)$ and $J_{\hbar, N: 1}(t, \cdot)$ respectively the density function and the current of $R_{\hbar, N: 1}(t)$, and let $J_{\hbar}(t, \cdot)$ be the current of $R_{\hbar}(t)$.

Then

$$
\rho_{h, N: 1}(t, \cdot)-\rho_{h}(t, \cdot) \rightarrow 0 \text { and } J_{h, N: 1}(t, \cdot)-J_{h}(t, \cdot) \rightarrow 0
$$

for the narrow topology of signed Radon measures on $\mathbf{R}^{3}$, while

$$
W_{\hbar}\left[R_{\hbar, N: 1}(t)\right]-W_{\hbar}\left[R_{\hbar}(t)\right] \rightarrow 0 \quad \text { in } \mathcal{S}^{\prime}\left(\mathbf{R}^{3}\right)
$$

for each $t \in[0, T]$ as $\frac{1}{N}+\hbar \rightarrow 0$.
This theorem bears on the mean-field limit of the quantum $N$-particle dynamics leading to the Hartree equation in the large $N$ limit and for a repulsive Coulomb interaction. For $\hbar>0$ fixed, this limit has been proved first in [11] and later in [36] with a bound on the convergence rate (see also [33]). Theorem 2.3 shows that this mean-field limit, i.e. the large $N$ limit, is uniform as $\hbar \rightarrow 0$, i.e. in the semiclassical regime, for nearly monokinetic states. The singularity of the Coulomb potential at the origin is a source of significant mathematical difficulties - at the time of this writing, the mean-field limit of the classical $N$-particle dynamics leading to the Vlasov-Poisson system remains an open problem. See the introduction for more details and more references on these issues.

[^3]Theorem 2.3 is a straightforward consequence of Theorem 2.2, and of the following proposition.

Proposition 2.4. Let $\rho^{i n} \in H^{4}\left(\mathbf{R}^{3}\right)$ satisfy (4), and let $u^{i n} \in L^{\infty}\left(\mathbf{R}^{3}\right)$ such that $\nabla u^{i n} \in H^{4}\left(\mathbf{R}^{3}\right)$. Let $T>0$ be such that the system (3) has a solution ( $\rho, u$ ) satisfying the conditions $\rho \in L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)$ and $\partial_{x}^{\alpha} u_{j} \in L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)$ for all $k=1,2,3$ and all $\alpha \in \mathbf{N}^{3}$ with $|\alpha| \leq 3$.

Let $R_{\hbar}^{i n} \in \mathcal{D}(\mathfrak{H})$ satisfy (8) and (9), while the density function $\rho_{\hbar}^{i n}$ of $R_{\hbar}^{i n}$ satisfies (10). Let $t \mapsto R_{h}(t)$ be the solution of the Cauchy problem for the Hartree equation (15). Then, for all $t \in[0, T]$, one has

$$
\rho_{h}(t, \cdot) \rightarrow \rho(t, \cdot) \text { and } J_{h}(t, \cdot) \rightarrow \rho u(t, \cdot)
$$

for the narrow topology of signed Radon measures on $\mathbf{R}^{3}$ as $\hbar \rightarrow 0$. Moreover

$$
\operatorname{trace}_{\mathfrak{H}}\left(R_{\hbar}(t)^{1 / 2}\left|\hbar D_{x}-u(t, x)\right|^{2} R_{\hbar}(t)^{1 / 2}\right) \rightarrow 0
$$

and

$$
W_{h}\left[R_{h}(t)\right] \rightarrow \rho(t, x) \delta(\xi-u(t, x)) \quad \text { in } \mathcal{S}^{\prime}\left(\mathbf{R}^{3}\right)
$$

for each $t \in[0, T]$ as $\hbar \rightarrow 0$.
Proposition 2.4 proves that the classical limit of the Hartree equation with repulsive Coulomb interaction is described by the pressureless Euler-Poisson system for nearly monokinetic states. This result is analogous to the derivation of the Vlasov-Poisson equation as the classical limit of the Hartree equation with repulsive Coulomb interaction in Theorem IV. 5 of [29]. However, the quantum states considered in Proposition 2.4 differ considerably from those in Theorem IV. 5 of [29]. Indeed, in the situation considered in Theorem IV. 5 of [29], the family $W_{h}\left[R_{h}\right]$ is bounded in $L^{\infty}\left([0, T] ; L^{2}\left(\mathbf{R}^{6}\right)\right)$, which is incompatible with the monokinetic regime considered here.

The proof of this result occupies remaining part of this paper, whose outline is as follows. In section 3, we introduce a functional related to the modulated energy used in [38], and we compute its evolution under the $N$-particle quantum dynamics (1) and the Euler-Poisson flow (3). The analogy between our functional and the one used in [38] will be explained later, in Lemma 3.5. Using Serfaty's main inequality in [38] leads ultimately to a control of our functional by a Gronwall inequality: this is one key step in our analysis. In section 4, we explain how the bound on our functional obtained in the previous section implies all the convergence statements of Theorem 2.2, i.e. (11), (12), (13) and (14). Along with the fundamental theory of Wigner measures presented in [29], the key ingredient in this section is a variant of the Fefferman-de la Llave representation [12] of the Coulomb potential, which provides a convenient truncation of the modulated potential energy. The proofs of Theorem 2.3 and Proposition 2.4 belongs to the last section of this paper (section $5)$.

## 3. The Propagation Estimate

The modulated energy used in [38] involves the sum of the fluctuation of kinetic energy of the $N$-particle phase space empirical measure centered at the velocity field $u$, and of the potential energy of the difference between the $N$-particle empirical
density and the density $\rho$ (where $(\rho, u)$ is the solution of (3)). In the quantum setting, there is no analogue of this quantity, unless one is willing to use the formalism of [18].

For this reason, we shall consider a seemingly different - although intimately related (see Lemma 3.5 below) - functional. Set

$$
\begin{array}{r}
\mathcal{E}\left[R_{h, N}, \rho, u\right](t):=\operatorname{trace}_{\mathfrak{H}}\left(R_{h, N: 1}(t)^{1 / 2}\left|\hbar D_{x}-u(t, x)\right|^{2} R_{h, N: 1}(t)^{1 / 2}\right) \\
+\iint_{\mathbf{R}^{6}} V\left(x_{1}-x_{2}\right) \frac{N-1}{N} \rho_{h, N: 2}\left(t, x_{1}, x_{2}\right) d x_{1} d x_{2}+\int_{\mathbf{R}^{3}} \rho\left(t, x_{1}\right)\left(V \star_{x} \rho\right)\left(t, x_{1}\right) d x_{1} \\
-2 \int_{\mathbf{R}^{3}} \rho_{h, N: 1}\left(t, x_{1}\right)\left(V \star_{x} \rho\right)\left(t, x_{1}\right) d x_{1}
\end{array}
$$

where $\rho_{\hbar, N: 1}(t, \cdot)$ is the density function of the first marginal $R_{\hbar, N: 1}(t)$, while $\rho_{h, N: 2}(t, \cdot)$ is the density function of the second marginal $R_{h, N: 2}(t)$.
3.1. Step 1: energy conservation. We begin with a computation which identifies $\mathcal{E}\left[R_{h, N}, 0,0\right](t)$ as (twice) the energy per particle in the system, and therefore justifies referring to $\mathcal{E}\left[R_{\hbar, N}, \rho, u\right]$ as a "modulated energy".

Lemma 3.1. Let $R_{\hbar, N}^{i n} \in \mathcal{D}_{s}\left(\mathfrak{H}_{N}\right)$ satisfy

$$
\operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(R_{h, N}^{i n}\right)^{1 / 2}\left(I+\sum_{n=1}^{N}-\frac{1}{2} \hbar^{2} \Delta^{(n)}\right)^{2}\left(R_{h, N}^{i n}\right)^{1 / 2}\right)<\infty,
$$

where $\Delta^{(n)}$ designates the Laplacian acting on the $n$-th factor ${ }^{4}$ in $\left(\mathbf{R}^{3}\right)^{N}$, i.e. on the position variable of the $n$-th particle. Let $R_{\hbar, N}(t):=e^{-i t \mathscr{H}_{N} / \hbar} R_{\hbar, N}^{i n} e^{+i t \mathscr{H}_{N} / \hbar}$. Then

$$
\mathcal{E}\left[R_{h, N}, 0,0\right](t)=\mathcal{E}\left[R_{h, N}, 0,0\right](0) \quad \text { for all } t \geq 0
$$

Proof. Let $\psi_{m}$ for $m \geq 1$ be a complete system of eigenfunctions of $R_{\hbar, N}^{i n}$, with $R_{h, N}^{i n} \psi_{m}=\lambda_{m} \psi_{m}$. Our assumption implies that

$$
\begin{aligned}
\left\|\mathscr{H}_{N} R_{h, N}(t)^{1 / 2}\right\|_{2}^{2} & =\sum_{m \geq 1} \lambda_{m}\left\|e^{-i t \mathscr{H}_{N} / \hbar} \mathscr{H}_{N} \psi_{m}\right\|_{\mathfrak{H}_{N}}^{2} \\
& =\sum_{m \geq 1} \lambda_{m}\left\|\mathscr{H}_{N} \psi_{m}\right\|_{\mathfrak{H}_{N}}^{2}=\left\|\mathscr{H}_{N}\left(R_{\hbar, N}^{i n}\right)^{1 / 2}\right\|_{2}^{2} \\
& \leq C_{N} \sum_{m \geq 1} \lambda_{m}\left\|\left(I+\sum_{n=1}^{N}-\frac{1}{2} \hbar^{2} \Delta^{(n)}\right) \psi_{m}\right\|_{\mathfrak{H}_{N}}^{2} \\
& =C_{N} \operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(R_{h, N}^{i n}\right)^{1 / 2}\left(I+\sum_{n=1}^{N}-\frac{1}{2} \hbar^{2} \Delta^{(n)}\right)^{2}\left(R_{h, N}^{i n}\right)^{1 / 2}\right)<\infty .
\end{aligned}
$$

The first equality follows from the definition of a Hilbert-Schmidt operator, the inequality from the fact that $\operatorname{Dom}\left(\mathscr{H}_{N}\right) \subset H^{2}\left(\left(\mathbf{R}^{3}\right)^{N}\right)$, and the last equality from the definition of the trace. Since we have assumed that the last right hand side above is finite, the inequality shows that $\lambda_{m}>0 \Longrightarrow \psi_{m} \in \operatorname{Dom}\left(\mathscr{H}_{N}\right)$, and the second equality follows from the fact that $e^{-i t \mathscr{H}_{N} / h}$ is unitary.

[^4]By the Cauchy-Schwarz inequality $R_{h, N}(t)^{1 / 2} \mathscr{H}_{N} R_{h, N}(t)^{1 / 2} \in \mathcal{L}^{1}\left(\mathfrak{H}_{N}\right)$ and (16)

$$
\begin{array}{r}
\operatorname{trace}_{\mathfrak{H}_{N}}\left(R_{\hbar, N}(t)^{1 / 2} \mathscr{H}_{N} R_{\hbar, N}(t)^{1 / 2}\right)=\sum_{m \geq 1} \lambda_{m}\left\langle e^{-i t \mathscr{H}_{N} / \hbar} \psi_{m} \mid e^{-i t \mathscr{H}_{N} / \hbar} \mathscr{H}_{N} \psi_{m}\right\rangle \\
=\sum_{m \geq 1} \lambda_{m}\left\langle\psi_{m} \mid \mathscr{H}_{N} \psi_{m}\right\rangle=\operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(R_{h, N}^{i n}\right)^{1 / 2} \mathscr{H}_{N}\left(R_{h, N}^{i n}\right)^{1 / 2}\right)
\end{array}
$$

Let $S_{h, N}\left(t, X_{N}, Y_{N}\right)$ be the integral kernel of $R_{h, N}(t)^{1 / 2}$; then

$$
\begin{array}{r}
\operatorname{trace}_{\mathfrak{H}_{N}}\left(R_{h, N}(t)^{1 / 2} \mathscr{H}_{N} R_{h, N}(t)^{1 / 2}\right) \\
=\sum_{j=1}^{N} \iint_{\mathbf{R}^{6 N}} \overline{S_{h, N}\left(t, X_{N}, Y_{N}\right)}\left(-\frac{1}{2} \hbar^{2} \Delta_{x_{j}}\right) S_{h, N}\left(t, X_{N}, Y_{N}\right) d Y_{N} d X_{N} \\
\sum_{1 \leq j<k \leq N} \iint_{\mathbf{R}^{6 N}} \overline{S_{h, N}\left(t, X_{N}, Y_{N}\right)} V\left(x_{j}-x_{k}\right) S_{h, N}\left(t, X_{N}, Y_{N}\right) d Y_{N} d X_{N} \\
=\frac{1}{2} N \iint_{\mathbf{R}^{6 N}}\left|\hbar \nabla_{x_{1}} S_{\hbar, N}\left(t, X_{N}, Y_{N}\right)\right|^{2} d Y_{N} d X_{N} \\
+\frac{1}{2}(N-1) \int_{\mathbf{R}^{3 N}} V\left(x_{1}-x_{2}\right) \rho_{\hbar, N}\left(t, X_{N}\right) d X_{N},
\end{array}
$$

since $R_{\hbar, N}(t) \in \mathcal{D}_{s}\left(\mathfrak{H}_{N}\right)$ for all $t \in \mathbf{R}$.
In terms of the first and second marginals of $R_{h, N}(t)$, one finds that

$$
\begin{array}{r}
\operatorname{trace}_{\mathfrak{H}_{N}}\left(R_{h, N}(t)^{1 / 2} \mathscr{H}_{N} R_{h, N}(t)^{1 / 2}\right) \\
=\frac{1}{2} N \operatorname{trace}_{\mathfrak{H}}\left(R_{\hbar, N: 1}(t)^{1 / 2}\left|\hbar D_{x}\right|^{2} R_{\hbar, N: 1}(t)^{1 / 2}\right) \\
+\frac{1}{2}(N-1) \int_{\mathbf{R}^{3 N}} V\left(x_{1}-x_{2}\right) \rho_{h, N}\left(t, X_{N}\right) d X_{N}=\frac{1}{2} N \mathcal{E}\left[R_{h, N}, 0,0\right](t) .
\end{array}
$$

Therefore, (16) implies that $\mathcal{E}\left[R_{h, N}, 0,0\right](t)=\mathcal{E}\left[R_{h, N}, 0,0\right](0)$ for each $t \geq 0$.
3.2. Step 2: evolution of the cross-term. Throughout this paper, we use Einstein's convention of summing over repeated indices only for components of the space variable $x \in \mathbf{R}^{3}$ and of $\nabla_{x}$ or $D_{x}$, as well as for components of the velocity field $u \equiv u(t, x) \in \mathbf{R}^{3}$, but never for other indices, such as particle labels.

Lemma 3.2. Let $R_{h, N}^{i n} \in \mathcal{D}_{s}\left(\mathfrak{H}_{N}\right)$ satisfy

$$
\operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(R_{h, N}^{i n}\right)^{1 / 2}\left(I+\sum_{n=1}^{N}-\frac{1}{2} \hbar^{2} \Delta^{(n)}\right)^{2}\left(R_{h, N}^{i n}\right)^{1 / 2}\right)<\infty,
$$

and let $R_{\hbar, N}(t):=e^{-i t \mathscr{H}_{N} / \hbar} R_{\hbar, N}^{i n} e^{+i t \mathscr{H}_{N} / \hbar}$. Then, for each $t \geq 0$, one has

$$
\begin{array}{r}
\operatorname{trace}_{\mathfrak{H}}\left(R_{\hbar, N: 1}(t)^{\frac{1}{2}}\left(u_{j} \vee \hbar D_{j}\right) R_{\hbar, N: 1}(t)^{\frac{1}{2}}\right) \\
-\operatorname{trace}_{\mathfrak{H}}\left(\left(R_{\hbar, N: 1}^{i n}\right)^{\frac{1}{2}}\left(u_{j} \vee \hbar D_{j}\right)\left(R_{\hbar, N: 1}^{i n}\right)^{\frac{1}{2}}\right) \\
=-\frac{N-1}{N} \int_{0}^{t} \iint_{\mathbf{R}^{6}}\left(u_{j}\left(s, x_{1}\right)-u_{j}\left(s, x_{2}\right)\right) \partial_{j} V\left(x_{1}-x_{2}\right) \rho_{\hbar, N: 2}\left(s, x_{1}, x_{2}\right) d x_{1} d x_{2} d s \\
\left.+\int_{0}^{t} \operatorname{trace}\left(\left(\frac{1}{2} \hbar D_{k} \vee \partial_{k} u_{j}-u_{k} \partial_{k} u_{j}-\partial_{j} V \star_{x} \rho\right) \vee \hbar D_{j}\right) R_{\hbar, N: 1}(s)\right) d s .
\end{array}
$$

In the formula above, $u_{j} \equiv u_{j}(t, x)$ designates the $j$-th component of the vector $u(t, x) \in \mathbf{R}^{3}$, while $\partial_{j}$ (resp. $D_{j}$ ) designates the $j$-th component of the vector $\nabla_{x}$ (resp. $-i \nabla_{x}$ ), for $j=1,2,3$.

Proof. Since $\hbar D_{j} R_{h, N: 1}(t)^{1 / 2} \in \mathcal{L}^{2}(\mathfrak{H})$, one has

$$
u_{j} \vee \hbar D_{j} R_{\hbar, N: 1}(t)=2 u_{j} \hbar D_{j} R_{\hbar, N: 1}(t)+\left[\hbar D_{j}, u_{j}\right] R_{\hbar, N: 1}(t) \in \mathcal{L}^{1}(\mathfrak{H}),
$$

and

$$
\begin{aligned}
& \operatorname{trace}_{\mathfrak{H}}\left(R_{\hbar, N: 1}(t)^{1 / 2}\left(u_{j} \vee \hbar D_{j}\right) R_{\hbar, N: 1}\right.\left.(t)^{1 / 2}\right)= \\
&=\operatorname{trace}_{\mathfrak{H}}\left(\left(u_{j} \vee \hbar D_{j}\right) R_{\hbar, N: 1}(t)\right) \\
&= \operatorname{trace}\left(\left(\left(u_{j} \vee \hbar D_{j}\right) \otimes I_{\mathfrak{H}_{N-1}}\right) R_{\hbar, N}(t)\right) .
\end{aligned}
$$

Write

$$
R_{\hbar, N}(t)=e^{-i t \mathscr{K}_{N} / \hbar}\left(R_{h, N}^{i n}+\frac{1}{i \hbar} S_{\hbar, N}(t)\right) e^{i t \mathscr{K}_{N} / \hbar}
$$

with

$$
\mathscr{K}_{N}:=\sum_{n=1}^{N}-\frac{1}{2} \hbar^{2} \Delta^{(n)}
$$

and

$$
S_{h, N}(t):=\frac{1}{N} \sum_{1 \leq k<l \leq N} \int_{0}^{t} e^{i s \mathscr{K}_{N} / h}\left[V_{k l}, R_{h, N}(s)\right] e^{-i s \mathscr{K}_{N} / h} d s
$$

For each $\epsilon>0$, set $D_{x}^{\epsilon}:=Z_{\epsilon} D_{x}$, where $Z_{\epsilon} \psi(x):=\zeta_{\epsilon} \star \psi(x)$ for each $\psi \in \mathfrak{H}$, with $\zeta_{\epsilon}$ being a (real-valued), nonincreasing radial mollifier - so that in particular $Z_{\epsilon}=Z_{\epsilon}^{*}$. Observe that

$$
\begin{array}{r}
\operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes I_{\mathfrak{H}_{N-1}}\right) R_{h, N}(t)\right) \\
=\operatorname{trace}_{\mathfrak{H}_{N}}\left(e^{i t \mathscr{K}_{N} / \hbar}\left(\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes I_{\mathfrak{H}_{N-1}}\right) e^{-i t \mathscr{K}_{N} / \hbar}\left(R_{\hbar, N}^{i n}+\frac{1}{i \hbar} S_{h, N}(t)\right)\right)
\end{array}
$$

since $u \in C\left([0, T] ; W^{1, \infty}\left(\mathbf{R}^{3}\right)\right)$ is a solution of (3), so that $\partial_{t} u \in L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)$, while $\mathscr{H}_{N} R_{\hbar, N}(t)$ and $R_{\hbar, N}(t) \mathscr{H}_{N}$ belong to $\mathcal{L}^{1}\left(\mathfrak{H}_{N}\right)$ for all $t \in \mathbf{R}$, one has

$$
\begin{array}{r}
\frac{d}{d t} \operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes I_{\mathfrak{H}_{N-1}}\right) R_{h, N}(t)\right) \\
=\operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(\left(\partial_{t} u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes I_{\mathfrak{H}_{N-1}}\right) R_{\hbar, N}(t)\right) \\
+\operatorname{trace}_{\mathfrak{H}_{N}}\left(e^{i t \mathscr{K}_{N} / \hbar}\left(\frac{i}{\hbar}\left[-\frac{1}{2} \hbar^{2} \Delta, u_{j} \vee \hbar D_{j}^{\epsilon}\right] \otimes I_{\mathfrak{H}_{N-1}}\right) e^{-i t \mathscr{K}_{N} / \hbar}\left(R_{h, N}^{i n}+\frac{1}{i \hbar} S_{\hbar, N}(t)\right)\right) \\
+\frac{1}{i \hbar} \operatorname{trace}_{\mathfrak{H}_{N}}\left(e^{i t \mathscr{K}_{N} / \hbar}\left(\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes_{\mathfrak{H}_{N-1}}\right) e^{-i t \mathscr{K}_{N} / \hbar} \frac{d}{d t} S_{h, N}(t)\right) \\
=\operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(\left(\partial_{t} u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes I_{\mathfrak{H}_{N-1}}\right) R_{h, N}(t)\right) \\
+\operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(\frac{i}{\hbar}\left[-\frac{1}{2} \hbar^{2} \Delta, u_{j} \vee \hbar D_{j}^{\epsilon}\right] \otimes I_{\mathfrak{H}_{N-1}}\right) R_{h, N}(t)\right) \\
+\frac{1}{i \hbar} \operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes I_{\mathfrak{H}_{N-1}}\right) \frac{1}{N} \sum_{1 \leq k<l \leq N}\left[V_{k l}, R_{\hbar, N}(t)\right]\right) .
\end{array}
$$

We compute successively

$$
\partial_{t} u_{j} \vee \hbar D_{j}^{\epsilon}=-\left(u_{k} \partial_{k} u_{j}+\partial_{j} V \star_{x} \rho\right) \vee \hbar D_{j}^{\epsilon}
$$

and

$$
\frac{i}{\hbar}\left[-\frac{1}{2} \hbar^{2} \Delta, u_{j} \vee \hbar D_{j}^{\epsilon}\right]=\frac{i}{\hbar}\left[-\frac{1}{2} \hbar^{2} \Delta, u_{j}\right] \vee \hbar D_{j}^{\epsilon}=\frac{1}{2}\left(\hbar D_{k} \vee \partial_{k} u_{j}\right) \vee \hbar D_{j}^{\epsilon}
$$

Next we observe that $l>k>1 \Longrightarrow\left[V_{k l},\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes I_{\mathfrak{H}_{N-1}}\right]=0$, so that

$$
\begin{array}{r}
\operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes I_{\mathfrak{H}_{N-1}}\right) \frac{1}{N} \sum_{1 \leq k<l \leq N}\left[V_{k l}, R_{\hbar, N}(t)\right]\right) \\
=\operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes I_{\mathfrak{H}_{N-1}}\right) \frac{1}{N} \sum_{l=2}^{N}\left[V_{1 l}, R_{\hbar, N}(t)\right]\right) \\
=\operatorname{trace}_{\mathfrak{H}_{2}}\left(\left(\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes I\right) \frac{N-1}{N}\left[V_{12}, R_{\hbar, N: 2}(t)\right]\right) \\
=\frac{1}{2} \operatorname{trace}_{\mathfrak{H}_{2}}\left(\left(\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes I+I \otimes\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right)\right) \frac{N-1}{N}\left[V_{12}, R_{h, N: 2}(t)\right]\right) \\
=-\operatorname{trace}_{\mathfrak{H}_{2}}\left(\frac{1}{2}\left[V_{12},\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes I+I \otimes\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right)\right] \frac{N-1}{N} R_{\hbar, N: 2}(t)\right) .
\end{array}
$$

The second equality follows from the fact that $R_{h, N}(t) \in \mathcal{D}_{s}\left(\mathfrak{H}_{N}\right)$, and the third equality from the symmetry of $\left[V_{12}, R_{\hbar, N: 2}(t)\right]$ since $V$ is an even function and $R_{h, N: 2}(t) \in \mathcal{D}_{s}\left(\mathfrak{H}_{2}\right)$. Then

$$
=\left(u_{j} \otimes I\right) \vee\left[V_{12}, \hbar D_{j}^{\epsilon} \otimes I\right]+\left(I \otimes u_{j}\right) \vee\left[V_{12}, I \otimes \hbar D_{j}^{\epsilon}\right]
$$

and since $V$ is even while $Z_{\epsilon}:=(I-\epsilon \Delta)^{-1 / 2}$ is a self-adjoint convolution operator,

$$
\begin{aligned}
& {\left[V_{12}, \hbar D_{j}^{\epsilon} \otimes I\right]=\left[V_{12}^{\epsilon}, \hbar D_{j} \otimes I\right]=-\hbar\left(D_{j} V^{\epsilon}\right)_{12}} \\
& {\left[V_{12}, I \otimes \hbar D_{j}^{\epsilon}\right]=\left[V_{12}^{\epsilon}, I \otimes \hbar D_{j}\right]=+\hbar\left(D_{j} V^{\epsilon}\right)_{12}}
\end{aligned}
$$

Finally, one arrives at the formula

$$
\begin{aligned}
& \frac{1}{2}\left[V_{12},\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right) \otimes I+I \otimes\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right)\right] \\
& =i \hbar\left(u_{j}\left(t, x_{1}\right)-u_{j}\left(t, x_{2}\right)\right) \partial_{j} V^{\epsilon}\left(x_{1}-x_{2}\right)
\end{aligned}
$$

Summarizing, we have proved that

$$
\begin{array}{r}
\frac{d}{d t} \operatorname{trace}\left(R_{\hbar, N: 1}(t)^{1 / 2}\left(u_{j} \vee \hbar D_{j}^{\epsilon}\right) R_{\hbar, N: 1}(t)^{1 / 2}\right) \\
\left.=-\operatorname{trace}\left(\left(u_{k} \partial_{k} u_{j}+\partial_{j} V \star_{x} \rho\right) \vee \hbar D_{j}^{\epsilon}\right) R_{h, N: 1}(t)\right) \\
+\operatorname{trace}\left(\left(\frac{1}{2}\left(\hbar D_{k} \vee \partial_{k} u_{j}\right) \vee \hbar D_{j}^{\epsilon}\right) R_{h, N: 1}(t)\right) \\
-\operatorname{trace}\left(\left(u_{j}\left(t, x_{1}\right)-u_{j}\left(t, x_{2}\right)\right) \partial_{j} V^{\epsilon}\left(x_{1}-x_{2}\right) \frac{N-1}{N} R_{\hbar, N: 2}(t)\right) .
\end{array}
$$

At this point, we integrate both sides of this equality over $[0, t]$ and let $\epsilon \rightarrow 0$ in the r.h.s. of the equality. Since $(\rho, u) \in L^{\infty}\left([0, T] ; L^{\infty}\left(\mathbf{R}^{3}\right) \times W^{1, \infty}\left(\mathbf{R}^{3}\right)^{3}\right)$ while $t \mapsto \mathscr{H}_{N} R_{\hbar, N}(t)$ and $t \mapsto R_{\hbar, N}(t) \mathscr{H}_{N}$ belong to $C\left(\mathbf{R} ; \mathcal{L}^{1}\left(\mathfrak{H}_{N}\right)\right)$,

$$
\begin{aligned}
\left.\operatorname{trace}\left(\left(u_{k} \partial_{k} u_{j}+\partial_{j} V \star_{x} \rho\right) \vee \hbar D_{j}^{\epsilon}\right) R_{\hbar, N: 1}(t)\right) \\
\left.\rightarrow \operatorname{trace}\left(\left(u_{k} \partial_{k} u_{j}+\partial_{j} V \star_{x} \rho\right) \vee \hbar D_{j}\right) R_{\hbar, N: 1}(t)\right) \\
\operatorname{trace}\left(\left(\frac{1}{2}\left(\hbar D_{k} \vee \partial_{k} u_{j}\right) \vee \hbar D_{j}^{\epsilon}\right) R_{\hbar, N: 1}(t)\right) \\
\rightarrow \operatorname{trace}\left(\left(\frac{1}{2}\left(\hbar D_{k} \vee \partial_{k} u_{j}\right) \vee \hbar D_{j}\right) R_{h, N: 1}(t)\right)
\end{aligned}
$$

uniformly on $[0, T]$ as $\epsilon \rightarrow 0$. As for the last term,

$$
\begin{array}{r}
\operatorname{trace}\left(\left(u_{j}\left(t, x_{1}\right)-u_{j}\left(t, x_{2}\right)\right) \partial_{j} V^{\epsilon}\left(x_{1}-x_{2}\right) R_{\hbar, N: 2}(t)\right) \\
=\iint_{\mathbf{R}^{6}}\left(u_{j}\left(t, x_{1}\right)-u_{j}\left(t, x_{2}\right)\right) \partial_{j} V^{\epsilon}\left(x_{1}-x_{2}\right) \rho_{\hbar, N: 2}\left(t, x_{1}, x_{2}\right) d x_{1} d x_{2}
\end{array}
$$

and we already know from the conservation of energy that

$$
\iint_{\mathbf{R}^{6}} V\left(x_{1}-x_{2}\right) \rho_{\hbar, N: 2}\left(t, x_{1}, x_{2}\right) d x_{1} d x_{2}<\infty
$$

Since

$$
\begin{equation*}
\left|\left(u_{j}\left(t, x_{1}\right)-u_{j}\left(t, x_{2}\right)\right) \partial_{j} V^{\epsilon}\left(x_{1}-x_{2}\right)\right| \leq C\left\|\nabla_{x} u\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)} V\left(x_{1}-x_{2}\right) \tag{17}
\end{equation*}
$$

for all $t \in[0, T]$ and all $x_{1} \neq x_{2} \in \mathbf{R}^{3}$ (see below a proof of (17)), we conclude by dominated convergence that

$$
\begin{aligned}
& \int_{0}^{t} \operatorname{trace}_{\mathfrak{H}_{2}}\left(\left(u_{j}\left(s, x_{1}\right)-u_{j}\left(s, x_{2}\right)\right) \partial_{j} V^{\epsilon}\left(x_{1}-x_{2}\right) R_{h, N: 2}(s)\right) d s \\
= & \int_{0}^{t} \iint_{\mathbf{R}^{6}}\left(u_{j}\left(s, x_{1}\right)-u_{j}\left(s, x_{2}\right)\right) \partial_{j} V^{\epsilon}\left(x_{1}-x_{2}\right) \rho_{h, N: 2}\left(s, x_{1}, x_{2}\right) d x_{1} d x_{2} d s \\
\rightarrow & \int_{0}^{t} \iint_{\mathbf{R}^{6}}\left(u_{j}\left(s, x_{1}\right)-u_{j}\left(s, x_{2}\right)\right) \partial_{j} V\left(x_{1}-x_{2}\right) \rho_{h, N: 2}\left(s, x_{1}, x_{2}\right) d x_{1} d x_{2} d s
\end{aligned}
$$

as $\epsilon \rightarrow 0$.
Proof of (17). For each $\epsilon>0$ and each $x \in \mathbf{R}^{3}$, one has

$$
4 \pi\left|\nabla V^{\epsilon}(x)\right| \leq \int_{\mathbf{R}^{3}} \frac{\zeta_{\epsilon}(z) d z}{|x-z|^{2}}
$$

Since $\zeta_{\epsilon}(z):=\epsilon^{-3} \zeta(z / \epsilon)$, where $\zeta$ is a nonnegative, radial nonincreasing function on $\mathbf{R}^{3}$ such that

$$
\int_{\mathbf{R}^{3}} \zeta(z) d z=1 \quad \text { and } \quad \operatorname{supp}(\zeta) \subset B(0,1)
$$

If $\epsilon \leq|x| / 2$, then

$$
\int_{\mathbf{R}^{3}} \frac{\zeta_{\epsilon}(z) d z}{|x-z|^{2}} \leq \int_{|z|<|x| / 2} \frac{\zeta_{\epsilon}(z) d z}{(|x|-|z|)^{2}} \leq \int_{\mathbf{R}^{3}} \frac{\zeta_{\epsilon}(z) d z}{\left(|x|-\frac{1}{2}|x|\right)^{2}}=\frac{4}{|x|^{2}} \int_{\mathbf{R}^{3}} \zeta_{\epsilon}(z) d z=\frac{4}{|x|^{2}} .
$$

If $\epsilon>|x| / 2$, since $z \mapsto|z|^{-2}$ is the symmetric-decreasing rearrangement of $z \mapsto|x-z|^{-2}$ and since $\zeta_{\epsilon}$ is it own symetric-decreasing rearrangement,

$$
\int_{\mathbf{R}^{3}} \frac{\zeta_{\epsilon}(z) d z}{|x-z|^{2}} \leq \int_{\mathbf{R}^{3}} \frac{\zeta_{\epsilon}(z) d z}{|z|^{2}}=\frac{1}{\epsilon^{2}} \int_{|y| \leq 1} \frac{\zeta(y) d y}{|y|^{2}} \leq \frac{4}{|x|^{2}} \int_{|y| \leq 1} \frac{\zeta(y) d y}{|y|^{2}},
$$

by Theorem 3.4 in [28]. Hence

$$
|x|\left|\nabla V^{\epsilon}(x)\right| \leq C V(x), \quad \text { with } C:=4 \int_{\mathbf{R}^{3}} \frac{\zeta(y) d y}{|y|^{2}} .
$$

### 3.3. Step 3: consequences of the local conservation of mass.

Lemma 3.3. Assume that $R_{\hbar, N}^{i n} \in \mathcal{D}_{s}\left(\mathfrak{H}_{N}\right)$ satisfies

$$
\operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(R_{\hbar, N}^{i n}\right)^{1 / 2}\left(I+\sum_{j=1}^{N}-\frac{1}{2} \hbar^{2} \Delta_{j}\right)^{2}\left(R_{\hbar, N}^{i n}\right)^{1 / 2}\right)<\infty
$$

and let $R_{h, N}(t):=e^{-i t \mathscr{H}_{N} / \hbar} R_{\hbar, N}^{i n} e^{+i t \mathscr{H}_{N} / \hbar}$. Let $R_{h, N: 1}(t)$ be the first marginal of $R_{h, N}(t)$, and let $\rho_{h, N: 1}(t, \cdot)$ and $J_{h, N: 1}(t, \cdot)$ be the density function and the current of $R_{\hbar, N}(t)$. Then

$$
\partial_{t} \rho_{h, N: 1}\left(t, x_{1}\right)+\operatorname{div}_{x_{1}} J_{h, N: 1}\left(t, d x_{1}\right)=0, \quad \text { in } \mathcal{D}^{\prime}\left((0, T) \times \mathbf{R}^{3}\right)
$$

Proof. Let $a \in C_{b}^{1}\left(\mathbf{R}^{3}\right)$. Since $R_{h, N} \in C\left(\mathbf{R} ; \operatorname{Dom}\left(\mathscr{H}_{N}\right)\right) \cap C^{1}\left(\mathbf{R} ; \mathfrak{H}_{N}\right)$, one has

$$
\begin{aligned}
\frac{d}{d t} \int_{\mathbf{R}^{3}} a\left(x_{1}\right) \rho_{\hbar, N: 1}\left(t, x_{1}\right) d x_{1} & =\frac{d}{d t} \operatorname{trace}_{\mathfrak{H}}\left(a R_{\hbar, N: 1}(t)\right) \\
& =\frac{d}{d t} \operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(a \otimes I_{\mathfrak{H}_{N-1}}\right) R_{h, N}(t)\right) \\
& =-\frac{1}{i \hbar} \sum_{n=1}^{N} \operatorname{trace}_{\mathfrak{H}_{N}}\left(\left[-\frac{1}{2} \hbar^{2} \Delta^{(n)}, a \otimes I_{\mathfrak{H}_{N-1}}\right] R_{h, N}(t)\right) \\
& =-\frac{1}{i \hbar} \operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(\left[-\frac{1}{2} \hbar^{2} \Delta, a\right] \otimes I_{\mathfrak{H}_{N-1}}\right) R_{h, N}(t)\right) \\
& =-\frac{1}{i \hbar} \operatorname{trace}_{\mathfrak{H}}\left(\left[-\frac{1}{2} \hbar^{2} \Delta, a\right] R_{\hbar, N: 1}(t)\right) \\
& =\operatorname{trace}_{\mathfrak{H}}\left(\frac{1}{2} \hbar D_{k} \vee\left[\partial_{k}, a\right] R_{h, N: 1}(t)\right) \\
& =\operatorname{trace}_{\mathfrak{H}}\left(\frac{1}{2}\left(\hbar D_{k} \vee \partial_{k} a\right) R_{\hbar, N: 1}(t)\right) \\
& =\int_{\mathbf{R}^{3}} \partial_{k} a\left(x_{1}\right) J_{\hbar, N: 1}^{k}\left(t, d x_{1}\right) .
\end{aligned}
$$

Using Lemma 3.3 with $a=|u(t, \cdot)|^{2}$ implies that

$$
\begin{array}{r}
\frac{d}{d t} \operatorname{trace}_{\mathfrak{H}}\left(|u(t, x)|^{2} R_{h, N: 1}(t)\right)=\frac{d}{d t} \int_{\mathbf{R}^{3}}|u(t, x)|^{2} \rho_{h, N: 1}\left(t, x_{1}\right) d x_{1} \\
=-2 \int_{\mathbf{R}^{3}}\left(u_{j}\left(t, x_{1}\right)\left(u_{k} \partial_{k} u_{j}\left(t, x_{1}\right)+\partial_{j} V \star_{x} \rho\left(t, x_{1}\right)\right)\right) \rho_{h, N: 1}\left(t, x_{1}\right) d x_{1}  \tag{18}\\
+2 \int_{\mathbf{R}^{3}}\left(u_{j} \partial_{k} u_{j}\right)\left(t, x_{1}\right) J_{h, N: 1}^{k}\left(t, d x_{1}\right) .
\end{array}
$$

Next we use Lemma 3.3 with $a=V \star_{x} \rho(t, \cdot)$ to compute

$$
\begin{array}{r}
\frac{d}{d t} \int_{\mathbf{R}^{3}}\left(V \star_{x} \rho\right)(t, x)\left(\rho(t, x)-2 \rho_{\hbar, N: 1}(t, x)\right) d x \\
=2 \int_{\mathbf{R}^{3}} \rho(t, x) u_{j}(t, x) \partial_{j} V \star_{x} \rho(t, x) d x \\
+2 \int_{\mathbf{R}^{3}} \partial_{j} V \star_{x}\left(\rho u_{j}\right)(t, x) \rho_{\hbar, N: 1}(t, x) d x  \tag{19}\\
\quad-2 \int_{\mathbf{R}^{3}} \partial_{k}\left(V \star_{x} \rho\right)(t, x) J_{h, N: 1}^{k}(t, d x) .
\end{array}
$$

Putting together the energy conservation (Lemma 3.1), the computation of the cross term (Lemma 3.2), (18) and (19), we arrive at the following formula for the
evolution of the modulated energy $\mathcal{E}\left[R_{h, N}, \rho, u\right]$ :

$$
\begin{array}{r}
\mathcal{E}\left[R_{h, N}, \rho, u\right](t)-\mathcal{E}\left[R_{h, N}, \rho, u\right](0) \\
=\frac{N-1}{N} \int_{0}^{t} \iint_{\mathbf{R}^{6}}\left(u_{j}\left(s, x_{1}\right)-u_{j}\left(s, x_{2}\right)\right) \partial_{j} V\left(x_{1}-x_{2}\right) \rho_{\hbar, N: 2}\left(s, x_{1}, x_{2}\right) d x_{1} d x_{2} d s \\
\left.-\int_{0}^{t} \operatorname{trace}\left(R_{h, N: 1}(s)^{\frac{1}{2}}\left(\frac{1}{2} \hbar D_{k} \vee \partial_{k} u_{j}-u_{k} \partial_{k} u_{j}-\partial_{j} V \star_{x} \rho\right) \vee \hbar D_{j}\right) R_{h, N: 1}(s)^{\frac{1}{2}}\right) d s \\
-2 \int_{0}^{t} \int_{\mathbf{R}^{3}}\left(u_{j}\left(s, x_{1}\right)\left(u_{k} \partial_{k} u_{j}\left(s, x_{1}\right)+\partial_{j} V \star_{x} \rho\left(s, x_{1}\right)\right)\right) \rho_{\hbar, N: 1}\left(s, x_{1}\right) d x_{1} d s \\
+2 \int_{0}^{t} \int_{\mathbf{R}^{3}}\left(u_{j} \partial_{k} u_{j}\right)\left(s, x_{1}\right) J_{h, N: 1}^{k}\left(s, d x_{1}\right) d s \\
+2 \int_{0}^{t} \int_{\mathbf{R}^{3}} \rho(s, x) u_{j}(s, x) \partial_{j} V \star_{x} \rho(s, x) d x d s \\
-2 \int_{0}^{t} \int_{\mathbf{R}^{3}} \rho(s, x) u_{j}(s, x) \partial_{j} V \star_{x} \rho_{h, N: 1}(s, x) d x d s \\
-2 \int_{0}^{t} \int_{\mathbf{R}^{3}} \partial_{k}\left(V \star_{x} \rho\right)(s, x) J_{h, N: 1}^{k}(s, d x) d s .
\end{array}
$$

The various terms on the right hand side can be grouped in a slightly more convenient manner:

$$
\begin{array}{r}
\mathcal{E}\left[R_{\hbar, N}, \rho, u\right](t)-\mathcal{E}\left[R_{\hbar, N}, \rho, u\right](0) \\
=\frac{N-1}{N} \int_{0}^{t} \iint_{\mathbf{R}^{6}}\left(u_{j}\left(s, x_{1}\right)-u_{j}\left(s, x_{2}\right)\right) \partial_{j} V\left(x_{1}-x_{2}\right) \rho_{h, N: 2}\left(s, x_{1}, x_{2}\right) d x_{1} d x_{2} d s \\
+2 \int_{0}^{t} \int_{\mathbf{R}^{3}} \rho u_{j} \partial_{j} V \star_{x} \rho(s, x) d x d s+2 \int_{0}^{t} \int_{\mathbf{R}^{3}}\left(\partial_{j} V \star_{x}\left(\rho u_{j}\right)\right) \rho_{\hbar, N: 1}(s, x) d x d s \\
-2 \int_{0}^{t} \int_{\mathbf{R}^{3}}\left(u_{j} \partial_{j} V \star_{x} \rho\right) \rho_{h, N: 1}(s, x) d x d s \\
-\int_{0}^{t} \operatorname{trace}\left(R_{h, N: 1}(s)^{\frac{1}{2}}\left(\left(\frac{1}{2} \hbar D_{k} \vee \partial_{k} u_{j}\right) \vee \hbar D_{j}+2 u_{j} u_{k} \partial_{k} u_{j}\right) R_{h, N: 1}(s)^{\frac{1}{2}}\right) d s \\
+\int_{0}^{t} \operatorname{trace}\left(\left(\left(u_{k} \partial_{k} u_{j}\right) \vee \hbar D_{j}+\left(u_{j} \partial_{k} u_{j}\right) \vee \hbar D_{k}\right) R_{h, N: 1}(s)\right) d s,
\end{array}
$$

since

$$
\begin{aligned}
& \operatorname{trace}\left(\left(\left(\partial_{j} V \star_{x} \rho(s, \cdot)\right) \vee \hbar D_{j}\right) R_{\hbar, N: 1}(s)\right)=2 \int_{\mathbf{R}^{3}} \partial_{k}\left(V \star_{x} \rho\right)(s, x) J_{\hbar, N: 1}^{k}(s, d x) \\
& \quad \operatorname{trace}\left(\left(\left(u_{j} \partial_{k} u_{j}\right)(s, \cdot) \vee \hbar D_{k}\right) R_{h, N: 1}(s)\right)=2 \int_{\mathbf{R}^{3}}\left(u_{j} \partial_{k} u_{j}\right)(s, x) J_{h, N: 1}^{k}(s, d x)
\end{aligned}
$$

Observe that

$$
\begin{array}{r}
2 \int_{\mathbf{R}^{3}} \rho u_{j} \partial_{j} V \star_{x} \rho(s, x) d x=2 \iint_{\mathbf{R}^{6}} u_{j}\left(s, x_{1}\right) \partial_{j} V\left(x_{1}-x_{2}\right) \rho\left(s, x_{1}\right) \rho\left(s, x_{2}\right) d x_{1} d x_{2} \\
=\iint_{\mathbf{R}^{6}}\left(u_{j}\left(s, x_{1}\right)-u_{j}\left(s, x_{2}\right) \partial_{j} V\left(x_{1}-x_{2}\right) \rho\left(s, x_{1}\right) \rho\left(s, x_{2}\right) d x_{1} d x_{2}\right.
\end{array}
$$

by symmetry (since $\partial_{j} V$ is an odd function), while

$$
\begin{aligned}
& 2 \int_{\mathbf{R}^{3}}\left(\partial_{j} V \star_{x}\left(\rho u_{j}\right)\right) \rho_{h, N: 1}(s, x) d x-2 \int_{\mathbf{R}^{3}}\left(u_{j} \partial_{j} V \star_{x} \rho\right) \rho_{h, N: 1}(s, x) d x \\
= & 2 \iint_{\mathbf{R}^{6}}\left(u_{j}\left(s, x_{2}\right)-u_{j}\left(s, x_{1}\right)\right) \partial_{j} V\left(x_{1}-x_{2}\right) \rho_{\hbar, N: 1}\left(s, x_{1}\right) \rho\left(s, x_{2}\right) d x_{1} d x_{2} .
\end{aligned}
$$

On the other hand

$$
\begin{array}{r}
\left.\left(\frac{1}{2} \hbar D_{k} \vee \partial_{k} u_{j}\right) \vee \hbar D_{j}+2 u_{j} u_{k} \partial_{k} u_{j}\right)-\left(u_{k} \partial_{k} u_{j}\right) \vee \hbar D_{j}-\left(u_{j} \partial_{k} u_{j}\right) \vee \hbar D_{k} \\
=\frac{1}{2} \hbar D_{k} \partial_{k} u_{j} \hbar D_{j}+\frac{1}{2} \partial_{k} u_{j} \hbar D_{k} \hbar D_{j}+\frac{1}{2} \hbar D_{j} \hbar D_{k} \partial_{k} u_{j}+\frac{1}{2} \hbar D_{j} \partial_{k} u_{j} \hbar D_{k} \\
+2 u_{k} \partial_{k} u_{j} u_{j}-u_{k} \partial_{k} u_{j} \hbar D_{j}-\hbar D_{j} u_{k} \partial_{k} u_{j}-u_{j} \partial_{k} u_{j} \hbar D_{k}-\hbar D_{k} u_{j} \partial_{k} u_{j} \\
=\frac{1}{2}\left(\hbar D_{k}-u_{k}\right) \partial_{k} u_{j}\left(\hbar D_{j}-u_{j}\right)+\frac{1}{2}\left(\hbar D_{j}-u_{j}\right) \partial_{k} u_{j}\left(\hbar D_{k}-u_{k}\right) \\
+\frac{1}{2} \partial_{k} u_{j}\left(\hbar D_{k}-u_{k}\right)\left(\hbar D_{j}-u_{j}\right)+\frac{1}{2}\left(\hbar D_{j}-u_{j}\right)\left(\hbar D_{k}-u_{k}\right) \partial_{k} u_{j} \\
=\left(\hbar D_{k}-u_{k}\right) \partial_{k} u_{j}\left(\hbar D_{j}-u_{j}\right)+\left(\hbar D_{j}-u_{j}\right) \partial_{k} u_{j}\left(\hbar D_{k}-u_{k}\right) \\
-\frac{1}{2}\left[\hbar D_{k}, \partial_{k} u_{j}\right]\left(\hbar D_{j}-u_{j}\right)+\frac{1}{2}\left(\hbar D_{j}-u_{j}\right)\left[\hbar D_{k}, \partial_{k} u_{j}\right] \\
=2\left(\hbar D_{k}-u_{k}\right) \Sigma_{j k}\left(\hbar D_{j}-u_{j}\right)-\frac{1}{2} \hbar^{2} \Delta_{x} \operatorname{div}_{x} u
\end{array}
$$

where $\Sigma_{j k}:=\frac{1}{2}\left(\partial_{k} u_{j}+\partial_{j} u_{k}\right)$, since

$$
\begin{array}{r}
\frac{1}{2} \partial_{k} u_{j}\left(\hbar D_{k}\right) u_{j}+\frac{1}{2} u_{j}\left(\hbar D_{k}\right) \partial_{k} u_{j}-\frac{1}{2} u_{j} \partial_{k} u_{j}\left(\hbar D_{k}\right)-\frac{1}{2}\left(\hbar D_{k}\right) u_{j} \partial_{k} u_{j} \\
=\frac{1}{2} \partial_{k} u_{j}\left[\hbar D_{k}, u_{j}\right]+\frac{1}{2}\left[u_{j}, \hbar D_{k}\right] \partial_{k} u_{j}=-\frac{1}{2} i \hbar \partial_{k} u_{j} \partial_{k} u_{j}+\frac{1}{2} i \hbar \partial_{k} u_{j} \partial_{k} u_{j}=0 .
\end{array}
$$

Summarizing, we have proved the following identity.
Proposition 3.4. Let $R_{\hbar, N}^{i n} \in \mathcal{D}_{s}\left(\mathfrak{H}_{N}\right)$ satisfy

$$
\operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(R_{\hbar, N}^{i n}\right)^{1 / 2}\left(I+\sum_{j=1}^{N}-\frac{1}{2} \hbar^{2} \Delta_{j}\right)^{2}\left(R_{\hbar, N}^{i n}\right)^{1 / 2}\right)<\infty
$$

and let $R_{h, N}(t):=e^{-i t \mathscr{H}_{N} / \hbar} R_{N}^{i n} e^{+i t \mathscr{H}_{N} / \hbar}$. Then, for each $t \in[0, T]$, one has

$$
\begin{array}{r}
\mathcal{E}\left[R_{h, N}, \rho, u\right](t)-\mathcal{E}\left[R_{h, N}, \rho, u\right](0) \\
=-2 \int_{0}^{t} \operatorname{trace}\left(R_{\hbar, N: 1}(s)^{\frac{1}{2}}\left(\hbar D_{k}-u_{k}\right) \Sigma_{j k}\left(\hbar D_{j}-u_{j}\right) R_{\hbar, N: 1}(s)^{\frac{1}{2}}\right) d s \\
+\frac{1}{2} \hbar^{2} \int_{0}^{t} \int_{\mathbf{R}^{3}}\left(\Delta_{x} \operatorname{div}_{x} u\right)(s, x) \rho_{\hbar, N: 1}(s, x) d x d s \\
+\int_{0}^{t} \iint_{\mathbf{R}^{6}}\left(u_{j}\left(s, x_{1}\right)-u_{j}\left(s, x_{2}\right)\right) \partial_{j} V\left(x_{1}-x_{2}\right)\left(\frac{N-1}{N} \rho_{h, N: 2}\left(s, x_{1}, x_{2}\right)\right. \\
\left.+\rho\left(s, x_{1}\right) \rho\left(s, x_{2}\right)-2 \rho_{h, N: 1}\left(s, x_{1}\right) \rho\left(s, x_{2}\right)\right) d x_{1} d x_{2} d s
\end{array}
$$

3.4. Step 4: the Gronwall inequality. By the Cauchy-Schwarz inequality, one has

$$
\begin{array}{r}
\left|\operatorname{trace}\left(R_{h, N: 1}(s)^{\frac{1}{2}}\left(\hbar D_{k}-u_{k}\right) \Sigma_{j k}\left(\hbar D_{j}-u_{j}\right) R_{h, N: 1}(s)^{\frac{1}{2}}\right)\right|  \tag{20}\\
\leq\left\|R_{h, N: 1}(s)^{\frac{1}{2}}\left(\hbar D_{k}-u_{k}\right)\right\|_{2}\left\|\Sigma_{j k}\left(\hbar D_{j}-u_{j}\right) R_{h, N: 1}(s)^{\frac{1}{2}}\right\|_{2} \\
\leq \sup _{1 \leq j, k \leq 3}\left\|\Sigma_{j k}\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\left\|R_{h, N: 1}(s)^{\frac{1}{2}}\left(\hbar D_{k}-u_{k}\right)\right\|_{2}\left\|\left(\hbar D_{j}-u_{j}\right) R_{h, N: 1}(s)^{\frac{1}{2}}\right\|_{2} \\
\leq \sup _{1 \leq j, k \leq 3}\left\|\Sigma_{j k}\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)} \operatorname{trace}\left(R_{h, N: 1}(s)^{\frac{1}{2}}|\hbar D-u(s, \cdot)|^{2} R_{h, N: 1}(s)^{\frac{1}{2}}\right) .
\end{array}
$$

On the other hand

$$
\begin{array}{r}
\left|\int_{0}^{t} \int_{\mathbf{R}^{3}}\left(\Delta_{x} \operatorname{div}_{x} u\right)(s, x) \rho_{\hbar, N: 1}(s, x) d x d s\right| \\
\leq\left\|\Delta_{x} \operatorname{div}_{x} u\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)} \int_{0}^{t} \int_{\mathbf{R}^{3}} \rho_{h, N: 1}(s, x) d x d s  \tag{21}\\
=t\left\|\Delta_{x} \operatorname{div}_{x} u\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)} .
\end{array}
$$

The remaining term, which comes from the modulated potential energy and involves the Coulomb interaction potential, is more involved. We recast this term as

$$
\begin{array}{r}
\mathcal{F}\left[R_{\hbar, N}, \rho, u\right](t):=\iint_{\mathbf{R}^{6}} V\left(x_{1}-x_{2}\right) \frac{N-1}{N} \rho_{\hbar, N: 2}\left(t, x_{1}, x_{2}\right) d x_{1} d x_{2} \\
+\int_{\mathbf{R}^{3}} \rho\left(t, x_{1}\right)\left(V \star_{x} \rho\right)\left(t, x_{1}\right) d x_{1}-2 \int_{\mathbf{R}^{3}} \rho_{h, N: 1}\left(t, x_{1}\right)\left(V \star_{x} \rho\right)\left(t, x_{1}\right) d x_{1}  \tag{22}\\
=\iint_{\mathbf{R}^{6}} V\left(x_{1}-x_{2}\right)\left(\frac{N-1}{N} \rho_{\hbar, N: 2}\left(t, x_{1}, x_{2}\right)+\rho\left(t, x_{1}\right) \rho\left(t, x_{2}\right)\right. \\
\left.-2 \rho_{h, N: 1}\left(t, x_{1}\right) \rho\left(t, x_{2}\right)\right) d x_{1} d x_{2}
\end{array}
$$

Likewise, we set

$$
\begin{array}{r}
\mathcal{F}^{\prime}\left[R_{h, N}, \rho, u\right](t):=\iint_{\mathbf{R}^{6}}\left(u_{j}\left(t, x_{1}\right)-u_{j}\left(t, x_{2}\right)\right) \partial_{j} V\left(x_{1}-x_{2}\right)  \tag{23}\\
\times\left(\frac{N-1}{N} \rho_{\hbar, N: 2}\left(t, x_{1}, x_{2}\right)+\rho\left(t, x_{1}\right) \rho\left(t, x_{2}\right)-2 \rho_{\hbar, N: 1}\left(t, x_{1}\right) \rho\left(t, x_{2}\right)\right) d x_{1} d x_{2} .
\end{array}
$$

The next lemma connects Serfaty's functional $F_{N}$ defined in formula (1.11) of [38] with our variant of the modulated potential energy $\mathcal{F}_{N}$.
Lemma 3.5. For each $X_{N}=\left(x_{1}, \ldots, x_{N}\right) \in\left(\mathbf{R}^{3}\right)^{N}$, set

$$
\mu_{X_{N}}:=\frac{1}{N} \sum_{n=1}^{N} \delta_{x_{k}}
$$

and, denoting by $\mathbf{D}$ the diagonal of $\mathbf{R}^{3} \times \mathbf{R}^{3}$,

$$
F_{N}\left(X_{N}, \rho(t, \cdot)\right):=N^{2} \iint_{\mathbf{R}^{6} \backslash \mathbf{D}} V(x-y)\left(\mu_{X_{N}}(d x)-\rho(t, d x)\right)\left(\mu_{X_{N}}(d y)-\rho(t, d y)\right)
$$

Likewise, set

$$
\begin{aligned}
F_{N}^{\prime}\left(X_{N},(\rho, u)(t, \cdot)\right):=N^{2} \iint_{\mathbf{R}^{6} \backslash \mathbf{D}} & \left(u_{j}(t, x)-u_{j}(t, y)\right) \partial_{j} V(x-y) \\
& \times\left(\mu_{X_{N}}(d x)-\rho(t, d x)\right)\left(\mu_{X_{N}}(d y)-\rho(t, d y)\right)
\end{aligned}
$$

Then

$$
\mathcal{F}\left[R_{h, N}, \rho, u\right](t)=\frac{1}{N^{2}} \int_{\left(\mathbf{R}^{3}\right)^{N}} F_{N}\left(X_{N}, \rho(t, \cdot)\right) \rho_{h, N}\left(t, X_{N}\right) d X_{N}
$$

and

$$
\mathcal{F}^{\prime}\left[R_{h, N}, \rho, u\right](t)=\frac{1}{N^{2}} \int_{\left(\mathbf{R}^{3}\right)^{N}} F_{N}^{\prime}\left(X_{N},(\rho, u)(t, \cdot)\right) \rho_{h, N}\left(t, X_{N}\right) d X_{N}
$$

Proof. Let $w \in C\left(\mathbf{R}^{3} \times \mathbf{R}^{3} \backslash \mathbf{D}\right)$ satisfy

$$
w(x, y)=w(y, x) \text { and }|w(x, y)| \leq c\left(1+\frac{1}{|x-y|}\right) \quad \text { for each }(x, y) \in \mathbf{R}^{3} \times \mathbf{R}^{3} \backslash \mathbf{D}
$$

for some constant $c>0$. Then

$$
\begin{array}{r}
\iint_{\mathbf{R}^{6} \backslash \mathbf{D}} w(x, y)\left(\mu_{X_{N}}(d x)-\rho(t, d x)\right)\left(\mu_{X_{N}}(d y)-\rho(t, d y)\right) \\
=\iint_{\mathbf{R}^{6} \backslash \mathbf{D}} w(x, y) \mu_{X_{N}}(d x) \mu_{X_{N}}(d y) \\
+\iint_{\mathbf{R}^{6}} w(x, y) \rho(t, x) \rho(t, y) d x d y-2 \iint_{\mathbf{R}^{6}} w(x, y) \mu_{X_{N}}(d x) \rho(t, y) d y \\
=\frac{1}{N^{2}} \sum_{1 \leq j \neq k \leq N} w\left(x_{i}, x_{j}\right)-\frac{2}{N} \sum_{j=1}^{N} \int_{\mathbf{R}^{3}} w\left(x_{j}, y\right) \rho(t, y) d y \\
+\iint_{\mathbf{R}^{6}} w(x, y) \rho(t, x) \rho(t, y) d x d y
\end{array}
$$

for a.e. $X_{N} \in\left(\mathbf{R}^{3}\right)^{N}$. Since $|w(x, y)|=O\left(|x-y|^{-1}\right)$ near $\mathbf{D}$ and $\rho(t, \cdot)$ is continuous and bounded on $\mathbf{R}^{3}$, the function

$$
x \mapsto \int_{\mathbf{R}^{3}} w(x, y) \rho(t, y) d y
$$

is continuous on $\mathbf{R}^{3}$, so that $(x, y) \mapsto w(x, y) \rho(t, x) \rho(t, y)$ is integrable on $\mathbf{R}^{6}$. Hence

$$
\begin{aligned}
& \iint_{\mathbf{R}^{6} \backslash \mathbf{D}} w(x, y) \rho(t, x) \rho(t, y) d x d y=\iint_{\mathbf{R}^{6}} w(x, y) \rho(t, x) \rho(t, y) d x d y \\
& \iint_{\mathbf{R}^{6} \backslash \mathbf{D}} w(x, y) \mu_{X_{N}}(d x) \rho(t, y) d y=\iint_{\mathbf{R}^{6}} w(x, y) \mu_{X_{N}}(d x) \rho(t, y) d y
\end{aligned}
$$

The only place where removing the diagonal in the domain of integration is important is in the computation of

$$
\iint_{\mathbf{R}^{6} \backslash \mathbf{D}} w(x, y) \mu_{X_{N}}(d x) \mu_{X_{N}}(d y)=\frac{1}{N^{2}} \sum_{1 \leq j \neq k \leq N} w\left(x_{i}, x_{j}\right),
$$

provided that $X_{N}$ is such that $j \neq k \Longrightarrow x_{j} \neq x_{k}$. This restriction obviously consists of removing from $\left(\mathbf{R}^{3}\right)^{N}$ a finite union of linear varieties of codimension 3, which is a Lebesgue-negligible set in $\left(\mathbf{R}^{3}\right)^{N}$. Thus

$$
\begin{aligned}
\int_{\left(\mathbf{R}^{3}\right)^{N}} \iint_{\mathbf{R}^{6} \backslash \mathbf{D}} w(x, y) & \left(\mu_{X_{N}}(d x)-\rho(t, d x)\right)\left(\mu_{X_{N}}(d y)-\rho(t, d y)\right) \rho_{h, N}\left(t, X_{N}\right) d X_{N} \\
= & \iint_{\mathbf{R}^{6}} w(x, y) \rho(t, x) \rho(t, y) d x d y \int_{\left(\mathbf{R}^{3}\right)^{N}} \rho_{h, N}\left(t, X_{N}\right) d X_{N} \\
& -\frac{2}{N} \int_{\left(\mathbf{R}^{3}\right)^{N}}\left(\sum_{j=1}^{N} \int_{\mathbf{R}^{3}} w\left(x_{j}, y\right) \rho(t, y) d y\right) \rho_{h, N}\left(t, X_{N}\right) d X_{N} \\
& +\frac{1}{N^{2}} \int_{\left(\mathbf{R}^{3}\right)^{N}} \sum_{1 \leq j \neq k \leq N} w\left(x_{i}, x_{j}\right) \rho_{h, N}\left(t, X_{N}\right) d X_{N}
\end{aligned}
$$

Since $\rho_{N}(t, \cdot)$ is a probability density on $\left(\mathbf{R}^{3}\right)^{N}$, one has

$$
\begin{array}{r}
\iint_{\mathbf{R}^{6}} w(x, y) \rho(t, x) \rho(t, y) d x d y \int_{\left.\mathbf{R}^{3}\right)^{N}} \rho_{N}\left(t, X_{N}\right) d X_{N} \\
=\iint_{\mathbf{R}^{6}} w(x, y) \rho(t, x) \rho(t, y) d x d y
\end{array}
$$

Since $R_{h, N}(t) \in \mathcal{D}_{s}\left(\mathfrak{H}_{N}\right)$ for each $t \in \mathbf{R}$, the function $X_{N} \mapsto \rho_{h, N}\left(t, X_{N}\right)$ is symmetric, so that

$$
\begin{aligned}
\frac{2}{N} \int_{\left(\mathbf{R}^{3}\right)^{N}} & \left(\sum_{j=1}^{N} \int_{\mathbf{R}^{3}} w\left(x_{j}, y\right) \rho(t, y) d y\right) \rho_{\hbar, N}\left(t, X_{N}\right) d X_{N} \\
& =2 \int_{\left(\mathbf{R}^{3}\right)^{N}}\left(\int_{\mathbf{R}^{3}} w\left(x_{1}, y\right) \rho(t, y) d y\right) \rho_{\hbar, N}\left(t, X_{N}\right) d X_{N} \\
& =2 \int_{\mathbf{R}^{3}}\left(\int_{\mathbf{R}^{3}} w\left(x_{1}, x_{2}\right) \rho\left(t, x_{2}\right) d x_{2}\right) \rho_{\hbar, N: 1}\left(t, x_{1}\right) d x_{1}
\end{aligned}
$$

and, by the same token,

$$
\begin{aligned}
& \frac{1}{N^{2}} \int_{\left(\mathbf{R}^{3}\right)^{N}} \sum_{1 \leq j \neq k \leq N} w\left(x_{i}, x_{j}\right) \rho_{\hbar, N}\left(t, X_{N}\right) d X_{N} \\
&= \frac{N(N-1)}{N^{2}} \int_{\left(\mathbf{R}^{3}\right)^{N}} w\left(x_{1}, x_{2}\right) \rho_{\hbar, N}\left(t, X_{N}\right) d X_{N} \\
&=\iint_{\mathbf{R}^{6}} w\left(x_{1}, x_{2}\right) \frac{N-1}{N} \rho_{h, N: 2}\left(t, x_{1}, x_{2}\right) d x_{1} d x_{2} .
\end{aligned}
$$

In other words,

$$
\begin{array}{r}
\int_{\left(\mathbf{R}^{3}\right)^{N}} \iint_{\mathbf{R}^{6} \backslash \mathbf{D}} w(x, y)\left(\mu_{X_{N}}(d x)-\rho(t, d x)\right)\left(\mu_{X_{N}}(d y)-\rho(t, d y)\right) \rho_{\hbar, N}\left(t, X_{N}\right) d X_{N} \\
=\int_{\left(\mathbf{R}^{3}\right)^{N}} w\left(x_{1}, x_{2}\right)\left(\frac{N-1}{N} \rho_{h, N: 2}\left(t, x_{1}, x_{2}\right)+\rho\left(t, x_{1}\right) \rho\left(t, x_{2}\right)\right. \\
\left.-2 \rho_{h, N: 1}\left(t, x_{1}\right) \rho\left(t, x_{2}\right)\right) d x_{1} d x_{2}
\end{array}
$$

We conclude by applying this identity successively with $w(x, y)=V(x-y)$ and $w(x, y)=(u(t, x)-u(t, y)) \cdot \nabla V(x-y)$.

At this point, we recall Serfaty's remarkable inequality, stated as Proposition 2.3 in [38], in the case of the Coulomb potential in space dimension 3 (i.e. for $s=1$ and $d=3$ in the notation of [38]). This inequality is based on a very clever renormalization of the self-interaction of each particle, a precursor of which can be found in [37]. However, the inequality below involves new important ideas, perhaps the most important of which is a smearing of each point charge with a width that is not uniform for all charges: see formula (3.11) in [38].

## SERFATY'S INEQUALITY

There exists $C>2$ such that, for all $\rho \in L^{\infty}\left(\mathbf{R}^{3}\right)$, all $u \in W^{1, \infty}\left(\mathbf{R}^{3} ; \mathbf{R}^{3}\right)$ and a.e. $X_{N} \in\left(\mathbf{R}^{3}\right)^{N}$

$$
\begin{align*}
\left|F_{N}^{\prime}\left(X_{N},(\rho, u)\right)\right| \leq & C\|\nabla u\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} F_{N}\left(X_{N}, \rho\right) \\
& +C\left(1+\|\rho\|_{L^{\infty}\left(\mathbf{R}^{3}\right)}\right)\left(1+\|u\|_{W^{1, \infty}\left(\mathbf{R}^{3}\right)}\right) N^{5 / 3} . \tag{24}
\end{align*}
$$

The functional $F\left(X_{N}, \rho(t, \cdot)\right)$ is defined in terms of an integral over $\mathbf{R}^{6} \backslash \mathbf{D}$. Removing $\mathbf{D}$ in the domain of integration is used in order to obtain a finite quantity; however the quantity so defined may not be always nonnegative. This is fixed with the following inequality, taken from Corollary 3.4 [38]: there exists $C^{\prime}>0$ such that

$$
\begin{equation*}
F_{N}\left(X_{N}, \rho\right) \geq-C^{\prime}\left(1+\|\rho\|_{L^{\infty}\left(\mathbf{R}^{3}\right)}\right) N^{4 / 3} \tag{25}
\end{equation*}
$$

Several remarks are in order at this point before going further in the proof of Theorem 2.2. Most of these remarks are aimed at explaining the analogies and the differences between our approach in the present work and the analysis in [38].

## Remarks.

(1) Serfaty's inequality (24) and (25) are the only ingredients from [38] used in the proof of Theorem 2.2. This observation is obviously not aimed at diminishing the importance of [38] for our work, which is considerable, in the first place because (24) is the key which allows us to handle the Coulomb case. However, we think it worthwhile to point at some noticeable differences between the use of this inequality in the classical setting considered in [38] and in the quantum setting discussed here.

In [38], the modulated potential energy $F_{N}\left(X_{N}, \rho(t, \cdot)\right)$ is differentiated in time along a trajectory $t \mapsto X_{N}(t)$ of the gradient flow of the interaction energy

$$
\frac{1}{N} \sum_{1 \leq j<k \leq N} V\left(x_{j}-x_{k}\right)
$$

Similarly, in the appendix of [38], the modulated total energy

$$
\sum_{j=1}^{N}\left|\xi_{j}(t)-u\left(t, x_{j}(t)\right)\right|^{2}+F\left(X_{N}(t), \rho(t, \cdot)\right)
$$

is differentiated in time assuming that $t \mapsto\left(\xi_{1}(t), \ldots, \xi_{N}(t) ; X_{N}(t)\right)$ is a phase-space trajectory of the $N$-particle Hamiltonian

$$
\sum_{j=1}^{N}\left|\xi_{j}\right|^{2}+\frac{1}{N} \sum_{1 \leq j<k \leq N} V\left(x_{j}-x_{k}\right)
$$

The inequality (24) is used to control the time-derivative $\left|\frac{d}{d t} F_{N}\left(X_{N}(t), \rho(t, \cdot)\right)\right|$ in terms of the modulated potential energy $F_{N}\left(X_{N}(t), \rho(t, \cdot)\right)$ itself, and therefore to bound $F_{N}\left(X_{N}(t), \rho(t, \cdot)\right)$ in terms of $F_{N}\left(X_{N}(0), \rho(0, \cdot)\right)$ via Gronwall's lemma.

At variance with [38], in the quantum setting considered here, the modulated potential energy $F_{N}\left(X_{N}, \rho(t, \cdot)\right)$ is not used dynamically, since there is no notion of particle trajectory in quantum mechanics. Instead, the modulated potential energy $F_{N}\left(X_{N}, \rho(t, \cdot)\right)$ enters the functional $\mathcal{F}\left[R_{h, N}, \rho\right]$ as a test function, and (24) is used by duality. Moreover, the evolution of $\mathcal{F}\left[R_{\hbar, N}, \rho\right]$ is based on the $N$ particle quantum dynamics (2), which differs from Newton's 2nd law written for each one of the $N$ particles. This is why the evolution of the functional $\mathcal{E}\left[R_{\hbar, N}, \rho, u\right]$, reported in Proposition 3.4, must be established independently from the analogous computation in [38] - notice in particular the $O\left(\hbar^{2}\right)$ term (21) which appears only in the quantum problem.
(2) A simplifying feature in the definition of $\mathcal{E}\left[R_{h, N}, \rho, u\right]$ is that its interaction part $\mathcal{F}\left[R_{\hbar, N}, \rho\right]$ involves only multiplication operators (i.e. potentials). This is precisely the reason why, even in the quantum setting, everything can be expressed in terms of the density function $\rho_{\hbar, N}$ (instead of the density operator $R_{\hbar, N}$ ) and of the empirical measure $\mu_{X_{N}}$ defined in Lemma 3.5. As a result, Serfaty's inequality (24) can be used in the quantum setting without the slightest modification.
(3) If one wishes to follow exactly the computation in the appendix of [38], one could probably use, instead of the functional $\mathcal{E}\left[R_{h, N}, \rho, u\right]$, the formalism of "quantum
empirical measures" recently defined in [18]. The "quantum empirical measure" is a time dependent continuous linear mapping

$$
t \mapsto \mathcal{M}_{N}(t) \in \mathcal{L}\left(\mathcal{L}(\mathfrak{H}), \mathcal{L}_{s}\left(\mathfrak{H}_{N}\right)\right)
$$

such that

$$
\operatorname{trace}_{\mathfrak{H}_{N}}\left(R_{h, N}(0) \mathcal{M}_{N}(t)(A)\right)=\operatorname{trace}_{\mathfrak{H}}\left(R_{h, N: 1}(t) A\right)
$$

for each $A \in \mathcal{L}(\mathfrak{H})$. The quantity analogous to the functional $\frac{1}{N^{2}} H\left(Z_{N},(\rho, u)\right)$ considered in the appendix of [38] would be defined in terms of $\mathcal{M}_{N}(t)$ as follows:

$$
\left.\prime \mathcal{M}_{N}(t)\left(\left|\hbar D_{x}-u(t, x)\right|^{2}\right)+\int_{\mathbf{R}^{3}} \hat{V}(\omega) \mid \mathcal{M}_{N}(t)\left(E_{\omega}\right)-\hat{\rho}(t, \omega) I_{\mathfrak{H}_{N}}\right)\left.\right|^{2} \frac{d \omega}{(2 \pi)^{d}}, \prime
$$

where $E_{\omega} \psi(x):=e^{i \omega \cdot x} \psi(x)$ for all $\psi \in \mathfrak{H}$. This leads to several potentially unpleasant sources of technicalities which must be addressed. Firstly, $\mathcal{M}_{N}(t)(A)$ is defined for all $A \in \mathcal{L}(\mathfrak{H})$, but the operator $\left|\hbar D_{x}-u(t, x)\right|^{2}$ is obviously not bounded. Therefore, even the definition of the first term in the functional above requires some additional care (for instance replacing $D_{x}$ with $D_{x}^{\epsilon}$ as done in Step 2 above). Another potential source of technical difficulties is found in the definition of the second term, where removing the diagonal from the domain of integration has to be translated somehow in terms of Fourier variables. Finally, the dynamical equation satisfied by $\mathcal{M}_{N}(t)$ (equation (34) in [18]) has been established under the assumption that $\hat{V} \in L^{1}\left(\mathbf{R}^{3}\right)$, a condition which is obviously not verified by the Coulomb potential). Even after all these technical difficulties are handled satisfyingly, one should notice that, if $a \equiv a(x)$ is an element of $L^{\infty}\left(\mathbf{R}^{3}\right)$, viewed as a bounded multiplication operator on $\mathfrak{H}$, then

$$
\begin{aligned}
\operatorname{trace}_{\mathfrak{H}_{N}}\left(R_{\hbar, N}(0) \mathcal{M}_{N}(t)(a)\right) & =\int_{\mathbf{R}^{3}} a\left(x_{1}\right) \rho_{\hbar, N: 1}\left(t, x_{1}\right) d x_{1} \\
& =\int_{\left(\mathbf{R}^{3}\right)^{N}}\left\langle\mu_{X_{N}}, a\right\rangle \rho_{h, N}\left(t, X_{N}\right) d X_{N}
\end{aligned}
$$

In other words, since the interaction part of the modulated energy involves only multiplication operators, there is little more content in the quantum empirical measure $\mathcal{M}_{N}(t)$ that in its classical analogue $\mu_{X_{N}}$. For all these reasons, we have chosen to avoid using this formalism here.
(4) A last remark may be necessary for readers acquainted with mean-field limits in the classical setting, but unfamiliar with the formalism of BBGKY hierarchies. The formulation of the mean-field limit in terms of phase-space empirical measures (i.e. Klimontovich solutions) in the classical setting $[2,9]$ is in duality with the formulation of the same limit in terms of the BBGKY hierarchy: see for instance Theorem 3.1 in [15]. The connection between the quantum modulated energy $\mathcal{E}\left[R_{\hbar, N}, \rho, u\right.$ ] and the modulated potential energy $F\left(X_{N}, \rho(t, \cdot)\right)$ from [38], presented in Lemma 3.5 , is explained by the quantum analogue of formula (32) in [15] in the case $m=2$. In particular, this formula accounts for the combinatorial factor $\frac{N-1}{N}$ used in the definition of $\mathcal{E}\left[R_{\hbar, N}, \rho, u\right]$. While this term might seem strange at first sight because $\mathcal{F}\left[R_{h, N}, \rho\right]$ does not vanish identically when $R_{h, N}=\left(R_{h}\right)^{\otimes N}$, in spite of the fact that such factorized states are supposedly the most favorable in the context of the mean-field limit, the $\frac{N-1}{N}$ factor definitely helps when computing the time-derivative of $\mathcal{E}\left[R_{\hbar, N}, \rho, u\right]$. More precisely, in the BBGKY formalism (see for instance section 1.10.1 in [13]), the equation satisfied by $R_{h, N: 1}$ involves $R_{h, N: 2}$, the equation satisfied by $R_{h, N: 2}$ involves $R_{h, N: 3}$ and so on. No marginal density operator $R_{h, N: k}$ for
$k=1, \ldots, N-1$ is expected to satisfy a closed equation, because of the interaction. It is a quite remarkable feature of the modulated energy functional $\mathcal{E}\left[R_{\hbar, N}, \rho, u\right]$, which involves the two first marginal density operators $R_{h, N: 1}$ and $R_{h, N: 2}$, that its time-derivative is also expressed in terms of $R_{\hbar, N: 1}$ and $R_{\hbar, N: 2}$, and does not involves $R_{h, N: 3}$. In fact, using the specific combination

$$
\frac{N-1}{N} \rho_{h: 2}\left(t, x_{1}, x_{2}\right)-2 \rho_{h: 1}\left(t, x_{1}\right) \rho\left(t, x_{2}\right)+\rho\left(t, x_{1}\right) \rho\left(t, x_{2}\right)
$$

in the definition of $\mathcal{E}\left[R_{h, N}, \rho, u\right]$ is precisely the reason why its evolution can be controlled by a Gronwall inequality, and not by a Cauchy-Kovalevska type argument, as is usual in most results based on BBGKY hierarchy techniques (see [4] or section 1.11.2 in [13] for a presentation of such arguments in the context described here, or [40] for the original presentation of Cauchy-Kovalevska arguments on a different, albeit formally similar problem, namely the rigorous justification of the Boltzmann equation from the classical dynamics of $N$ identical hard spheres in the so-called Boltzmann-Grad limit).

Returning to Proposition 3.4, we recast the variation in time of the modulated energy as follows, with the help of Lemma 3.5:

$$
\begin{array}{r}
\operatorname{trace}_{\mathfrak{H}}\left(R_{\hbar, N: 1}(t)^{1 / 2}\left|\hbar D_{x}-u(t, x)\right|^{2} R_{\hbar, N: 1}(t)^{1 / 2}\right) \\
+\frac{1}{N^{2}} \int_{\left(\mathbf{R}^{3}\right)^{N}} F_{N}\left(X_{N}, \rho(t, \cdot)\right) \rho_{h, N}\left(t, X_{N}\right) d X_{N} \\
=\operatorname{trace}_{\mathfrak{H}}\left(R_{h, N: 1}(0)^{1 / 2}\left|\hbar D_{x}-u(0, x)\right|^{2} R_{h, N: 1}(0)^{1 / 2}\right) \\
+\frac{1}{N^{2}} \int_{\left(\mathbf{R}^{3}\right)^{N}} F_{N}\left(X_{N}, \rho(0, \cdot)\right) \rho_{h, N}\left(0, X_{N}\right) d X_{N} \\
-2 \int_{0}^{t} \operatorname{trace}\left(R_{\hbar, N: 1}(s)^{\frac{1}{2}}\left(\hbar D_{k}-u_{k}\right) \Sigma_{j k}\left(\hbar D_{j}-u_{j}\right) R_{\hbar, N: 1}(s)^{\frac{1}{2}}\right) d s \\
+\frac{1}{N^{2}} \int_{0}^{t} \int_{\left(\mathbf{R}^{3}\right)^{N}} F_{N}^{\prime}\left(X_{N},(\rho, u)(s, \cdot)\right) \rho_{h, N}\left(s, X_{N}\right) d X_{N} d s \\
+\frac{1}{2} \hbar^{2} \int_{0}^{t} \int_{\mathbf{R}^{3}}\left(\Delta_{x} \operatorname{div}_{x} u\right)(s, x) \rho_{h, N: 1}(s, x) d x d s
\end{array}
$$

With (25), since $\rho_{h, N: 1}(t, \cdot)$ is a probability density for all $t \in \mathbf{R}$, so that its integral is 1 , we transform this identity into

$$
\begin{array}{r}
\operatorname{trace}_{\mathfrak{H}}\left(R_{h, N: 1}(t)^{1 / 2}\left|\hbar D_{x}-u(t, x)\right|^{2} R_{h, N: 1}(t)^{1 / 2}\right) \\
+\frac{1}{N^{2}} \int_{\left(\mathbf{R}^{3}\right)^{N}}\left(F_{N}\left(X_{N}, \rho(t, \cdot)\right)+C^{\prime}\left(1+\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right) N^{4 / 3}\right) \rho_{\hbar, N}\left(t, X_{N}\right) d X_{N} \\
\leq \operatorname{trace}_{\mathfrak{H}}\left(R_{\hbar, N: 1}(0)^{1 / 2}\left|\hbar D_{x}-u(0, x)\right|^{2} R_{\hbar, N: 1}(0)^{1 / 2}\right) \\
+\frac{1}{N^{2}} \int_{\left(\mathbf{R}^{3}\right)^{N}}\left(F_{N}\left(X_{N}, \rho(0, \cdot)\right)+C^{\prime}\left(1+\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right) N^{4 / 3}\right) \rho_{h, N}\left(0, X_{N}\right) d X_{N} \\
+2 \int_{0}^{t}\left|\operatorname{trace}\left(R_{h, N: 1}(s)^{\frac{1}{2}}\left(\hbar D_{k}-u_{k}\right) \Sigma_{j k}\left(\hbar D_{j}-u_{j}\right) R_{h, N: 1}(s)^{\frac{1}{2}}\right)\right| d s \\
+\frac{1}{N^{2}} \int_{\left(\mathbf{R}^{3}\right)^{N}}\left|F_{N}^{\prime}\left(X_{N},(\rho, u)(t, \cdot)\right)\right| \rho_{\hbar, N}\left(t, X_{N}\right) d X_{N} \\
+\frac{1}{2} \hbar^{2} \int_{0}^{t} \int_{\mathbf{R}^{3}}\left|\left(\Delta_{x} \operatorname{div}_{x} u\right)(s, x)\right| \rho_{\hbar, N: 1}(s, x) d x d s .
\end{array}
$$

Using successively (20), Serfaty's inequality above, (25) and (21), we find that

$$
\begin{array}{r}
\operatorname{trace}_{\mathfrak{H}}\left(R_{h, N: 1}(t)^{1 / 2}\left|\hbar D_{x}-u(t, x)\right|^{2} R_{h, N: 1}(t)^{1 / 2}\right) \\
+\int_{\left(\mathbf{R}^{3}\right)^{N}}\left(\frac{F_{N}\left(X_{N}, \rho(t, \cdot)\right)}{N^{2}}+\frac{C^{\prime}\left(1+\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right)}{N^{2 / 3}}\right) \rho_{\hbar, N}\left(t, X_{N}\right) d X_{N} \\
\leq \operatorname{trace}_{\mathfrak{H}}\left(R_{h, N: 1}(0)^{1 / 2}\left|\hbar D_{x}-u(0, x)\right|^{2} R_{h, N: 1}(0)^{1 / 2}\right) \\
+\int_{\left(\mathbf{R}^{3}\right)^{N}}\left(\frac{F_{N}\left(X_{N}, \rho(0, \cdot)\right)}{N^{2}}+\frac{C^{\prime}\left(1+\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right)}{N^{2 / 3}}\right) \rho_{h, N}\left(0, X_{N}\right) d X_{N} \\
+2 \sup _{1 \leq j, k \leq 3}\left\|\Sigma_{j k}\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)} \int_{0}^{t} \operatorname{trace}\left(R_{\hbar, N: 1}(s)^{\frac{1}{2}}\left|\hbar D_{k}-u_{k}\right|^{2} R_{\hbar, N: 1}(s)^{\frac{1}{2}}\right) d s \\
+C\|\nabla u(t, \cdot)\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} \int_{0}^{t} \int_{\left(\mathbf{R}^{3}\right)^{N}} \frac{F_{N}\left(X_{N},(\rho, u)(t, \cdot)\right)}{N^{2}} \rho_{h, N}\left(t, X_{N}\right) d X_{N} \\
+\frac{C t}{N^{1 / 3}}\left(1+\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right)\left(1+\|u\|_{W^{1, \infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right) \\
+\frac{1}{2} \hbar^{2} t\left\|\Delta_{x} \operatorname{div}_{x} u\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)} .
\end{array}
$$

Applying Gronwall's lemma leads to the following intermediate statement.
Proposition 3.6. Let $R_{\hbar, N}^{i n} \in \mathcal{D}_{s}\left(\mathfrak{H}_{N}\right)$ satisfy

$$
\operatorname{trace}_{\mathfrak{H}_{N}}\left(\left(R_{h, N}^{i n}\right)^{1 / 2}\left(I+\sum_{j=1}^{N}-\frac{1}{2} \hbar^{2} \Delta_{j}\right)^{2}\left(R_{h, N}^{i n}\right)^{1 / 2}\right)<\infty
$$

and let $R_{h, N}(t):=e^{-i t \mathscr{H}_{N} / h} R_{N}^{i n} e^{+i t \mathscr{H}_{N} / h}$. Then, for each $t \in[0, T]$, each $\hbar>0$ and each $N>1$, one has

$$
\begin{array}{r}
\operatorname{trace}_{\mathfrak{H}}\left(R_{\hbar, N: 1}(t)^{1 / 2}\left|\hbar D_{x}-u(t, x)\right|^{2} R_{\hbar, N: 1}(t)^{1 / 2}\right) \\
+\int_{\left(\mathbf{R}^{3}\right)^{N}}\left(\frac{F_{N}\left(X_{N}, \rho(t, \cdot)\right)}{N^{2}}+\frac{C^{\prime}\left(1+\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right)}{N^{2 / 3}}\right) \rho_{\hbar, N}\left(t, X_{N}\right) d X_{N} \\
\leq \exp \left(C T\|\nabla u\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right)\left(\operatorname{trace}_{\mathfrak{H}}\left(\left(R_{\hbar, N: 1}^{i n}\right)^{1 / 2}\left|\hbar D_{x}-u^{i n}(x)\right|^{2}\left(R_{\hbar, N: 1}^{i n}\right)^{1 / 2}\right)\right. \\
\left.+\int_{\left(\mathbf{R}^{3}\right)^{N}}\left(\frac{F_{N}\left(X_{N}, \rho^{i n}\right)}{N^{2}}+\frac{C^{\prime}\left(1+\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right)}{N^{2 / 3}}\right) \rho_{h, N}^{i n}\left(X_{N}\right) d X_{N}\right) \\
+\frac{C T \exp \left(C T\|\nabla u\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right)}{N^{1 / 3}}\left(1+\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right)\left(1+\|u\|_{W^{1, \infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right) \\
+\frac{1}{2} \hbar^{2} T \exp \left(C T\|\nabla u\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right)\left\|\Delta_{x} \operatorname{div}_{x} u\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)} .
\end{array}
$$

## 4. Proof of Theorem 2.2

The propagation estimate obtained in Proposition 3.6 is by far the most important part of the proof of Theorem 2.2. How to conclude from this estimate differs noticeably from the argument in [38]. Indeed, this argument is based on Proposition 3.5 in [38], by which a weak seminorm of the difference between $\rho(t, \cdot)$ and the empirical measure of the $N$-tuple of particle positions is bounded in terms of
$F_{N} / N^{2}$ modulo a $o(1)$ term. More precisely
$\left\lvert\,\left\langle\frac{1}{N} \sum_{j=1}^{N} \delta_{x_{j}(t)}-\rho(t, \cdot), \phi\right\rangle \leq C\|\phi\|_{C^{0, \alpha} \cap \dot{H}^{1}\left(\mathbf{R}^{3}\right)}\left(\frac{F_{N}\left(X_{N}(t), \rho(t)\right)}{N^{2}}+\frac{1+\|\rho(t, \cdot)\|_{L^{\infty}\left(\mathbf{R}^{3}\right)}}{N^{2 / 3}}\right)\right.$.
This argument cannot be adapted to the quantum setting considered here (in the first place, because there is no analogue of the particle trajectories $\left.t \mapsto X_{N}(t)\right)$. Our approach differs again from that of [38] from now on.
4.1. Step 1: vanishing of the modulated energy. Assumption (10) implies in particular that

$$
\iint_{\mathbf{R}^{6}} \frac{\rho_{\hbar}^{i n}(x) \rho_{\hbar}^{i n}(y)}{|x-y|} d x d y<\infty
$$

Moreover, since $\rho^{i n} \in L^{1} \cap L^{\infty}\left(\mathbf{R}^{3}\right)$, the function $V \star \rho^{i n}$ belongs to $C_{b}\left(\mathbf{R}^{3}\right)$ (the set of bounded continuous functions on $\mathbf{R}^{3}$ ), so that

$$
\int_{\mathbf{R}^{3}} \rho_{h}^{i n}(x)\left|V \star \rho^{i n}(x)\right| d x \leq\left\|V \star \rho^{i n}\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} \int_{\mathbf{R}^{3}} \rho_{h}^{i n}(x) d x=\left\|V \star \rho^{i n}\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} .
$$

Hence (10) implies that

$$
\iint_{\mathbf{R}^{6}} \frac{\rho_{h}^{i n}(x) \rho_{h}^{i n}(y)}{|x-y|} d x d y \leq 3\left\|V \star \rho^{i n}\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)}+o(1)
$$

as $\hbar \rightarrow 0$ - in particular

$$
\sup _{0<h<1} \iint_{\mathbf{R}^{6}} \frac{\rho_{\hbar}^{i n}(x) \rho_{\hbar}^{i n}(y)}{|x-y|} d x d y<\infty
$$

Hence

$$
\begin{array}{r}
\mathcal{F}\left[R_{h, N}, \rho\right](0) \\
=\iint_{\mathbf{R}^{6}} V\left(x_{1}-x_{2}\right)\left(\frac{N-1}{N} \rho_{\hbar}^{i n}\left(x_{1}\right) \rho_{\hbar}^{i n}\left(x_{2}\right)+\rho^{i n}\left(x_{1}\right) \rho^{i n}\left(x_{2}\right)-2 \rho_{\hbar}^{i n}\left(x_{1}\right) \rho^{i n}\left(x_{2}\right)\right) d x_{1} d x_{2} \\
=\iint_{\mathbf{R}^{6}} V\left(x_{1}-x_{2}\right)\left(\rho_{\hbar}^{i n}\left(x_{1}\right)-\rho^{i n}\left(x_{1}\right)\right)\left(\rho_{\hbar}^{i n}\left(x_{2}\right)-\rho^{i n}\left(x_{2}\right)\right) d x_{1} d x_{2} \\
-\frac{1}{N} \iint_{\mathbf{R}^{6}} V\left(x_{1}-x_{2}\right) \rho_{\hbar}^{i n}\left(x_{1}\right) \rho_{\hbar}^{i n}\left(x_{2}\right) d x_{1} d x_{2}=o(1)+O(1 / N)
\end{array}
$$

as $\frac{1}{N}+\hbar \rightarrow 0$. With (9), this implies that

$$
\mathcal{E}\left[R_{\hbar, N}, \rho, u\right](0) \rightarrow 0 \quad \text { as } \frac{1}{N}+\hbar \rightarrow 0
$$

By Proposition 3.6 and Lemma 3.5, we conclude that, for each $t \in[0, T]$, one has

$$
\begin{equation*}
\mathcal{E}\left[R_{h, N}, \rho, u\right](t) \rightarrow 0 \quad \text { as } \frac{1}{N}+\hbar \rightarrow 0 \tag{26}
\end{equation*}
$$

4.2. Step 2: Proof of (11). Equivalently

$$
\mathcal{E}\left[R_{\hbar, N}, \rho, u\right](t)+\frac{C^{\prime}\left(1+\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right)}{N^{2 / 3}} \rightarrow 0 \quad \text { as } \frac{1}{N}+\hbar \rightarrow 0
$$

for all $t \in[0, T]$, which implies in particular that both

$$
\begin{equation*}
\mathcal{F}\left[R_{\hbar, N}, \rho,\right](t)+\frac{C^{\prime}\left(1+\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}\right)}{N^{2 / 3}} \rightarrow 0 \quad \text { as } \frac{1}{N}+\hbar \rightarrow 0 \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{trace}_{\mathfrak{H}}\left(R_{h, N: 1}(t)^{1 / 2}\left|\hbar D_{x}-u(t, x)\right|^{2} R_{h, N: 1}(t)^{1 / 2}\right) \rightarrow 0 \quad \text { as } \frac{1}{N}+\hbar \rightarrow 0 \tag{28}
\end{equation*}
$$

in the limit as $\frac{1}{N}+\hbar \rightarrow 0$ for all $t \in[0, T]$. In the present section, we analyze the consequences of (27), and postpone the discussion of (28) until the next section.

It will be convenient to use the following representation of the Coulomb potential.
Smooth variant of the Fefferman-de la Llave formula
For each $x \neq y \in \mathbf{R}^{3}$, one has

$$
\begin{equation*}
V(x-y)=\frac{1}{4 \pi|x-y|}=\int_{0}^{\infty} \int_{\mathbf{R}^{3}} G_{r}(x-z) G_{r}(y-z) d z d r \tag{29}
\end{equation*}
$$

with the notation

$$
G_{r}(x):=(2 \pi r)^{-3 / 2} \exp \left(-|x|^{2} / 2 r\right)
$$

This is formula (3.3) of [34]. (Here is a quick "formal" argument to recover this formula: first, one has

$$
\int_{0}^{\infty} e^{r \Delta} d r=(-\Delta)^{-1}
$$

Next we recall that

$$
\text { integral kernel of }(-\Delta)^{-1}=\frac{1}{4 \pi|x-y|}, \quad \text { integral kernel of } e^{-r \Delta / 2}=G_{r}(x-y)
$$

Hence

$$
\int_{\mathbf{R}^{3}} G_{r}(x-z) G_{r}(y-z) d z=\text { integral kernel of } e^{r \Delta / 2} e^{r \Delta / 2}=e^{r \Delta}
$$

and the the desired formula follows from the first identity above.) For the sake of being complete, we also recall the original Fefferman-de la Llave formula

$$
\begin{equation*}
V(x-y)=\frac{1}{4 \pi^{2}} \int_{0}^{\infty} \frac{1}{r^{5}}\left(\int_{\mathbf{R}^{3}} \mathbf{1}_{|x-z|<r} \mathbf{1}_{|y-z|<r} d z\right) d r, \quad \text { for all } x \neq y \in \mathbf{R}^{3} \tag{30}
\end{equation*}
$$

However, in the present paper, we shall use the smooth variant (29) of the Feffermande la Llave formula rather than the original formula (30).

For $\eta>0$, set

$$
V_{\eta}(x-y):=\int_{\eta}^{\infty} \int_{\mathbf{R}^{3}} G_{r}(x-z) G_{r}(y-z) d z d r
$$

which is the integral kernel of $e^{\eta \Delta}(-\Delta)^{-1}$, i.e.

$$
V_{\eta}(X)=\int_{\mathbf{R}^{3}} G_{\eta}(X-Y) \frac{d Y}{4 \pi|Y|}
$$

Since $\rho_{h, N: 2}\left(t, x_{1}, x_{2}\right) \geq 0$ for a.e. $\left(x_{1}, x_{2}\right) \in \mathbf{R}^{6}$ and $\rho(t, x) \geq 0$ for all $x \in \mathbf{R}^{3}$, one has

$$
\begin{array}{r}
\mathcal{F}\left[R_{\hbar, N}, \rho\right](t) \geq \iint_{\mathbf{R}^{6}} V_{\eta}\left(x_{1}-x_{2}\right) \\
\times\left(\frac{N-1}{N} \rho_{\hbar, N: 2}\left(t, x_{1}, x_{2}\right)-2 \rho_{\hbar, N: 1}\left(t, x_{1}\right) \rho\left(t, x_{2}\right)+\rho\left(t, x_{1}\right) \rho\left(t, x_{2}\right)\right) d x_{1} d x_{2} \\
-2 \iint_{\mathbf{R}^{6}}\left(V-V_{\eta}\right)\left(x_{1}-x_{2}\right) \rho_{\hbar, N: 1}\left(t, x_{1}\right) \rho\left(t, x_{2}\right) d x_{1} d x_{2} \\
\\
=\mathcal{F}_{1, \eta}(t)+\mathcal{F}_{2, \eta}(t) .
\end{array}
$$

Observe that

$$
\begin{array}{r}
\iint_{\mathbf{R}^{6}}\left(V-V_{\eta}\right)\left(x_{1}-x_{2}\right) \rho_{\hbar, N: 1}\left(t, x_{1}\right) \rho\left(t, x_{2}\right) d x_{1} d x_{2} \\
=\int_{\mathbf{R}^{3}} \rho_{\hbar, N: 1}\left(t, x_{1}\right)\left(\int_{0}^{\eta} \int_{\mathbf{R}^{3}} G_{2 r}\left(x_{1}-x_{2}\right) \rho\left(t, x_{2}\right) d x_{2} d r\right) d x_{1} \\
=\int_{\mathbf{R}^{3}} \rho_{h, N: 1}\left(t, x_{1}\right)\left(\int_{0}^{\eta} e^{r \Delta} \rho\left(t, x_{1}\right) d r\right) d x_{1}
\end{array}
$$

so that

$$
\begin{array}{r}
\left|\iint_{\mathbf{R}^{6}}\left(V-V_{\eta}\right)\left(x_{1}-x_{2}\right) \rho_{h, N: 1}\left(t, x_{1}\right) \rho\left(t, x_{2}\right) d x_{1} d x_{2}\right| \\
\leq\left\|\rho_{\hbar, N: 1}(t, \cdot)\right\|_{L^{1}\left(\mathbf{R}^{3}\right)}\left\|\int_{0}^{\eta} e^{r \Delta} \rho\left(t, x_{1}\right) d r\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} \\
\leq\left\|\rho_{h, N: 1}(t, \cdot)\right\|_{L^{1}\left(\mathbf{R}^{3}\right)} \int_{0}^{\eta}\left\|e^{r \Delta} \rho\left(t, x_{1}\right)\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} d r \\
\leq \eta\left\|\rho_{\hbar, N: 1}(t, \cdot)\right\|_{L^{1}\left(\mathbf{R}^{3}\right)}\|\rho(t, .)\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} \\
=\eta\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)},
\end{array}
$$

since the heat equation satisfies the Maximum Principle. Thus

$$
\left|\mathcal{F}_{2, \eta}(t)\right| \leq 2 \eta\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}
$$

Now for $\mathcal{F}_{1, \eta}(t)$. One has

$$
\begin{array}{r}
\int_{\left(\mathbf{R}^{3}\right)^{N}} \rho_{h, N}\left(t, X_{N}\right) \iint_{\mathbf{R}^{6}} V_{\eta}\left(q-q^{\prime}\right)\left(\frac{1}{N} \sum_{j=1}^{N} \delta_{x_{j}}-\rho(t, \cdot)\right)^{\otimes 2}\left(d q d q^{\prime}\right) d X_{N} \\
=\iint_{\mathbf{R}^{6}} \frac{N-1}{N} \rho_{\hbar, N: 2}\left(t, x_{1}, x_{2}\right) V_{\eta}\left(x_{1}-x_{2}\right) d x_{1} d x_{2}+\frac{1}{N} V_{\eta}(0) \\
-2 \iint_{\mathbf{R}^{6}} \rho_{h, N: 1}\left(t, x_{1}\right) \rho\left(t, x_{2}\right) V_{\eta}\left(x_{1}-x_{2}\right) d x_{1} d x_{2} \\
+\iint_{\mathbf{R}^{6}} \rho\left(t, x_{1}\right) \rho\left(t, x_{2}\right) V_{\eta}\left(x_{1}-x_{2}\right) d x_{1} d x_{2} \\
=\mathcal{F}_{1, \eta}(t)+\frac{1}{N} V_{\eta}(0)
\end{array}
$$

On the other hand, using the smooth Fefferman-de la Llave representation (29) truncated for $r>\eta$ shows that

$$
\begin{array}{r}
\iint_{\mathbf{R}^{6}} V_{\eta}\left(q-q^{\prime}\right)\left(\frac{1}{N} \sum_{j=1}^{N} \delta_{x_{j}}-\rho(t, \cdot)\right)^{\otimes 2}\left(d q d q^{\prime}\right) \\
=\int_{\eta}^{\infty} \int_{\mathbf{R}^{3}}\left(\int_{\mathbf{R}^{3}} G_{r}(q-z)\left(\frac{1}{N} \sum_{j=1}^{N} \delta_{x_{j}}-\rho(t, \cdot)\right)(d q)\right)^{2} d z d r .
\end{array}
$$

Now, for each $z \in \mathbf{R}^{3}$ and $r>\eta$, one has

$$
\begin{array}{r}
\int_{\left(\mathbf{R}^{3}\right)^{N}} \rho_{\hbar, N}\left(t, X_{N}\right)\left(\int_{\mathbf{R}^{3}} G_{r}(q-z)\left(\frac{1}{N} \sum_{j=1}^{N} \delta_{x_{j}}-\rho(t, \cdot)\right)(d q)\right)^{2} d X_{N} \\
\geq\left(\int_{\left(\mathbf{R}^{3}\right)^{N}} \rho_{\hbar, N}\left(t, X_{N}\right)\left(\int_{\mathbf{R}^{3}} G_{r}(q-z)\left(\frac{1}{N} \sum_{j=1}^{N} \delta_{x_{j}}-\rho(t, \cdot)\right)(d q)\right) d X_{N}\right)^{2} \\
=\left(\int_{\mathbf{R}^{3}}\left(\rho_{h, N: 1}\left(t, x_{1}\right)-\rho\left(t, x_{1}\right)\right) G_{r}\left(x_{1}-z\right) d x_{1}\right)^{2} .
\end{array}
$$

Thus

$$
\int_{\eta}^{\infty} \int_{\mathbf{R}^{3}}\left(\int_{\mathbf{R}^{3}}\left(\rho_{h, N: 1}\left(t, x_{1}\right)-\rho\left(t, x_{1}\right)\right) G_{r}\left(x_{1}-z\right) d x_{1}\right)^{2} d z d r \leq \mathcal{F}_{1, \eta}(t)+\frac{1}{N} V_{\eta}(0)
$$

or equivalently

$$
\begin{aligned}
\int_{\eta}^{\infty} & \left\|e^{r \Delta / 2}\left(\rho_{\hbar, N: 1}(t, \cdot)-\rho(t, \cdot)\right)\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2} d r \\
& \leq \mathcal{F}\left[R_{\hbar, N}, \rho\right](t)+\eta\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}+\frac{1}{N} V_{\eta}(0)
\end{aligned}
$$

Since

$$
V_{\eta}(0)=\int_{\mathbf{R}^{3}} G_{\eta}(Y) \frac{d Y}{4 \pi|Y|}=\frac{1}{\sqrt{\eta}} \int_{\mathbf{R}^{3}} G_{1}(y) \frac{d y}{4 \pi|y|}=\frac{v_{0}}{\sqrt{\eta}},
$$

the inequality above shows that, for each $\epsilon>0$ and each $N>v_{0} / \epsilon^{3 / 2}\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}$, one has

$$
\begin{array}{r}
\int_{\epsilon}^{\infty}\left\|e^{r \Delta / 2}\left(\rho_{h, N: 1}(t, \cdot)-\rho(t, \cdot)\right)\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2} d r \\
\leq \mathcal{F}\left[R_{h, N}, \rho\right](t)+\inf _{0<\eta<\epsilon}\left(\eta\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}+\frac{1}{N} V_{\eta}(0)\right) \\
\leq \mathcal{F}\left[R_{h, N}, \rho\right](t)+2 \frac{v_{0}^{2 / 3}\|\rho\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}^{1 / 3}}{N^{2 / 3}} .
\end{array}
$$

With (27), we conclude that

$$
\begin{equation*}
\int_{\epsilon}^{\infty}\left\|e^{r \Delta / 2}\left(\rho_{h, N: 1}(t, \cdot)-\rho(t, \cdot)\right)\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2} d r \rightarrow 0 \tag{31}
\end{equation*}
$$

for each $\epsilon>0$ and each $t \in[0, T]$ as $\frac{1}{N}+\hbar \rightarrow 0$.
On the other hand, we know that, for each $t \in[0, T]$, the family $\rho_{h, N: 1}(t, \cdot)$ satisfies

$$
\rho_{h, N: 1}(t, x) \geq 0 \text { for a.e. } x \in \mathbf{R}^{3}, \quad \int_{\mathbf{R}^{3}} \rho_{\hbar, N: 1}(t, x) d x=1
$$

By the Banach-Alaoglu theorem (see Theorem 3.1.6 of [6]), this family is relatively compact for the weak topology of bounded Borel measures on $\mathbf{R}^{3}$. If

$$
\rho_{\hbar_{n}, N_{n}: 1}(t, \cdot) \rightarrow \bar{\rho} \equiv \bar{\rho}(d x) \quad \text { as } \frac{1}{N_{n}}+\hbar_{n} \rightarrow 0
$$

in the weak topology of bounded Borel measures on $\mathbf{R}^{3}$, we deduce from (31) that

$$
e^{r \Delta / 2}(\bar{\rho}-\rho(t, \cdot))=0 \quad \text { for all } r>\epsilon
$$

Hence $\bar{\rho}=\rho(t, \cdot)$, so that, by compactness and uniqueness of the limit,

$$
\rho_{h, N: 1}(t, \cdot) \rightarrow \rho(t, \cdot) \text { weakly as } \frac{1}{N}+\hbar \rightarrow 0
$$

for all $t \in[0, T]$. Because of (5) and Theorem 6.8 in [30], we conclude that the convergence above holds in the narrow topology, which proves (11).
4.3. Step 3: Proof of (12). The definition (6) of the current

$$
J_{h, N: 1}=\left(J_{\hbar, N: 1}^{1}, J_{\hbar, N: 1}^{2}, J_{\hbar, N: 1}^{3}\right)
$$

implies that, for each test vector field $b \equiv b(x)=\left(b_{1}(x), b_{2}(x), b_{3}(x)\right)$ in $C_{b}\left(\mathbf{R}^{3} ; \mathbf{R}^{3}\right)$ and $m=1,2,3$, one has

$$
\operatorname{trace}\left(b_{m}\left(\frac{1}{2} R_{h, N: 1}(t) \vee\left(\hbar D_{m}-u_{m}(t, \cdot)\right)\right)=\left\langle J_{\hbar, N: 1}^{m}(t)-\rho_{h, N: 1}(t, \cdot) u_{m}(t, \cdot), b_{m}\right\rangle\right.
$$

for all $t \in[0, T]$. Therefore

$$
\begin{aligned}
& \sum_{m=1}^{3}\left|\left\langle J_{h, N: 1}^{m}(t)-\rho_{h, N: 1}(t, \cdot) u_{m}(t, \cdot), b_{m}\right\rangle\right| \\
& \quad \leq \sum_{m=1}^{3}\left|\operatorname{trace}\left(b_{m}\left(\frac{1}{2} R_{h, N: 1}(t) \vee\left(\hbar D_{m}-u_{m}(t, \cdot)\right)\right)\right)\right| \\
& \quad \leq \sum_{m=1}^{3}\left\|R_{\hbar, N: 1}(t)^{1 / 2}\left(\hbar D_{m}-u_{m}\right)\right\|_{2}\left\|b_{m} R_{\hbar, N: 1}(t)^{1 / 2}\right\|_{2} \\
& \quad \leq \sum_{m=1}^{3}\left\|R_{\hbar, N: 1}(t)^{1 / 2}\left(\hbar D_{m}-u_{m}\right)\right\|_{2}\left\|b_{m}\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} \rightarrow 0
\end{aligned}
$$

for all $t \in[0, T]$ as $\frac{1}{N}+\hbar \rightarrow 0$ because of (28). Thus, for each $t \in[0, T]$ and each $m=1,2,3$,

$$
J_{\hbar, N: 1}^{m}(t)-\rho_{\hbar, N: 1}(t, \cdot) u_{m}(t, \cdot) \rightarrow 0
$$

for the narrow topology of (bounded) signed Borel measures on $\mathbf{R}^{3}$. With the convergence (11) already established in the previous step, and since $u_{m}(t, \cdot) \in C_{b}\left(\mathbf{R}^{3}\right)$ for each $t \in[0, T]$ and each $m=1,2,3$, this implies that (12) holds.
4.4. Step 4: Proof of (14). The convergence (13) is already established - see (28) at the beginning of Step 2 above.

Because of (28), one has

$$
\begin{equation*}
\sup _{N \geq 2, h \in(0,1)} \operatorname{trace}\left(R_{\hbar, N ; 1}(t)^{1 / 2}\left|\hbar D_{x}\right|^{2} R_{\hbar, N ; 1}(t)^{1 / 2}\right)<\infty . \tag{32}
\end{equation*}
$$

Let $R_{\hbar_{n}, N_{n} ; 1}(t)$ be a subsequence of $R_{\hbar, N: 1}(t)$ such that

$$
W_{\hbar_{n}}\left[R_{\hbar_{n}, N_{n}: 1}(t)\right] \rightarrow W(t)
$$

in $\mathcal{S}^{\prime}\left(\mathbf{R}^{3} \times \mathbf{R}^{3}\right)$ as $\frac{1}{N}{ }_{n}+\hbar_{n} \rightarrow 0$. By Theorem III. 2 and the bound (55) in [29],

$$
\begin{equation*}
\rho(t, \cdot)=\int_{\mathbf{R}^{3}} W(t) d \xi \tag{33}
\end{equation*}
$$

If $\nu:=\nu(d x d \xi)$ is a bounded measure on $\mathbf{R}_{x}^{d} \times \mathbf{R}_{\xi}^{d}$, we denote by

$$
\int_{\mathbf{R}^{d}} \nu d \xi
$$

the push-forward of $\nu$ under the projection $\mathbf{R}_{x}^{d} \times \mathbf{R}_{\xi}^{d} \ni(x, \xi) \mapsto x \in \mathbf{R}^{d}$. In other words,

$$
\left\langle\int_{\mathbf{R}^{d}} \nu d \xi, \phi\right\rangle:=\iint_{\mathbf{R}^{d} \times \mathbf{R}^{d}} \phi(x) \nu(d x d \xi)
$$

for each test function $\phi \in C_{b}\left(\mathbf{R}^{d}\right)$.) In particular

$$
\begin{equation*}
\int_{\mathbf{R}^{3}}|u(t, x)|^{2} W(t, d x d \xi)=\int_{\mathbf{R}^{3}} \rho(t, x)|u(t, x)|^{2} d x \tag{34}
\end{equation*}
$$

Let the Husimi transform of $R_{h, N: 1}(t)$ be defined by

$$
\tilde{W}_{h}\left[R_{h, N: 1}(t)\right]:=e^{\hbar \Delta_{x, \xi} / 4} W_{h}\left[R_{h, N: 1}(t)\right] .
$$

By formula (25) in [29], one has $\tilde{W}_{h}\left[R_{h, N: 1}(t)\right] \geq 0$, while

$$
\iint_{\mathbf{R}^{6}}|\xi|^{2} \tilde{W}_{h}\left[R_{h, N: 1}(t)\right](x, \xi) d x d \xi=\operatorname{trace}\left(R_{h, N: 1}(t)^{1 / 2}\left|\hbar D_{x}\right|^{2} R_{h, N: 1}(t)^{1 / 2}\right)+3 \hbar
$$

according to the formula following equation (30) in [29] (with the only difference that section II in [29] assumes that $\hbar=1$ ). Specializing this to the subsequence $R_{h_{n}, N_{n} ; 1}(t)$ and passing to the limit as $\frac{1}{N_{n}}+\hbar_{n} \rightarrow 0$, we conclude from Fatou's lemma that

$$
\begin{align*}
\iint_{\mathbf{R}^{6}}|\xi|^{2} W(t, d x d \xi) & \leq \varliminf_{1 / N_{n}+h_{n} \rightarrow 0} \iint_{\mathbf{R}^{6}}|\xi|^{2} \tilde{W}_{h_{n}}\left[R_{h_{n}, N_{n}: 1}(t)\right](x, \xi) d x d \xi  \tag{35}\\
& =\varliminf_{1 / N_{n}+\hbar_{n} \rightarrow 0} \operatorname{trace}\left(R_{h_{n}, N_{n}: 1}(t)^{1 / 2}\left|\hbar_{n} D_{x}\right|^{2} R_{h_{n}, N_{n}: 1}(t)^{1 / 2}\right) .
\end{align*}
$$

Let $\chi \in C^{\infty}\left(\mathbf{R}^{3}\right)$ satisfy $\mathbf{1}_{B(0,1)}(\xi) \leq \chi(\xi) \leq \mathbf{1}_{B(0,2)}(\xi)$ for all $\xi \in \mathbf{R}^{3}$, and let $u^{\eta} \equiv u_{\eta}(x) \in \mathbf{R}^{3}$ such that $u_{j}^{\eta} \in \mathcal{S}\left(\mathbf{R}^{3}\right)$ for all $j=1,2,3$ and $\eta>0$, and

$$
\left\|u_{j}^{\eta}-u_{j}(t, \cdot)\right\|_{W^{1, \infty}\left(\mathbf{R}^{3}\right)} \rightarrow 0 \quad \text { for } j=1,2,3 \text { as } \eta \rightarrow 0^{+}
$$

Set

$$
f_{\eta}(x, \xi):=\chi(\eta \xi) u^{\eta}(x) \cdot \xi, \quad x, \xi \in \mathbf{R}^{3}, \eta>0
$$

Since $u_{j}^{\eta} \in \mathcal{S}\left(\mathbf{R}^{3}\right)$ for $j=1,2,3$, the function $f_{\eta} \in \mathcal{S}\left(\mathbf{R}^{3} \times \mathbf{R}^{3}\right)$ for each $\eta>0$. Since $f_{\eta}\left(x, \hbar D_{x}\right)=u_{j}^{\eta}(x) \chi\left(\eta \hbar D_{x}\right) \hbar D_{j}$, applying Remark III. 10 in [29] shows that

$$
\iint_{\mathbf{R}^{6}} u_{j}^{\eta}(x) \xi_{j} \chi\left(\eta \hbar_{n} \xi\right) W(t, d x d \xi) d x d \xi=\lim _{n \rightarrow \infty} \operatorname{trace}\left(u_{j}(x) \chi\left(\eta \hbar D_{x}\right) \hbar D_{j} R_{\hbar_{n}, N_{n}: 1}(t)\right)
$$

for each $\eta>0$. Let $\left(\Psi_{m}^{n}\right)_{m \geq 1}$ be a complete orthonormal system of eigenfunctions of $R_{h_{n}, N_{n}: 1}(t)$ in $L^{2}\left(\mathbf{R}^{3}\right)$, and let $\Lambda_{m}^{n}$ be the associated sequence of eigenvalues, i.e. $R_{h_{n}, N_{n}: 1}(t) \Psi_{m}^{n}=\Lambda_{m}^{n} \Psi_{m}^{n}$, ordered so that $\Lambda_{1}^{n} \geq \Lambda_{2}^{n} \geq \ldots \geq \Lambda_{m}^{n} \geq \ldots \geq 0$. Using the Plancherel theorem, we see that the condition (32) is expressed as

$$
\sup _{n \geq 1} \frac{1}{(2 \pi)^{3}} \sum_{m \geq 1} \Lambda_{m}^{n}\left\|\hbar_{n}|\xi| \widehat{\Psi_{m}^{n}}\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2}=\sup _{n \geq 1} \sum_{m \geq 1} \Lambda_{m}^{n}\left\|\hbar_{n}\left|D_{x}\right| \Psi_{m}^{n}\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2}=C<\infty,
$$

while

$$
\begin{aligned}
& \operatorname{trace}\left(u_{j}(t, \cdot) \hbar D_{j} R_{h_{n}, N_{n}: 1}(t)\right)=\sum_{m \geq 1} \Lambda_{m}^{n}\left\langle\hbar D_{j}\left(u_{j} \Psi_{m}^{n}\right) \mid \Psi_{m}^{n}\right\rangle, \\
& \operatorname{trace}\left(u_{j}^{\eta}(x) \chi\left(\eta \hbar D_{x}\right) \hbar D_{j} R_{\hbar_{n}, N_{n}: 1}(t)\right)=\sum_{m \geq 1} \Lambda_{k}^{n}\left\langle\hbar D_{j}\left(u_{j}^{\eta} \Psi_{m}^{n}\right) \mid \chi\left(\eta \hbar D_{x}\right) \Psi_{m}^{n}\right\rangle .
\end{aligned}
$$

Observe that, assuming $0 \leq \hbar_{n} \leq 1$,

$$
\begin{array}{r}
\left|\sum_{m \geq 1} \Lambda_{m}^{n}\left\langle\hbar_{n} D_{j}\left(u_{j} \Psi_{m}^{n}\right) \mid\left(1-\chi\left(\eta \hbar_{n} D_{x}\right)\right) \Psi_{m}^{n}\right\rangle\right|^{2} \\
\leq \sum_{m \geq 1} \Lambda_{m}^{n}\left\|\hbar_{n} D_{j}\left(u_{j} \Psi_{m}^{n}\right)\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2} \sum_{m \geq 1} \Lambda_{m}^{n}\left\|\left(1-\chi\left(\eta \hbar_{n} D_{x}\right)\right) \Psi_{m}^{n}\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2} \\
\leq 2 \sum_{m \geq 1} \Lambda_{m}^{n}\left(\|u\|_{L^{\infty}\left(\mathbf{R}^{3}\right)}^{2}\left\|\hbar_{n}\left|D_{j}\right| \Psi_{m}^{n}\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2}+\hbar_{n}^{2}\left\|\operatorname{div}_{x} u\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)}^{2}\left\|\Psi_{m}^{n}\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2}\right) \\
\times \frac{1}{(2 \pi)^{3}} \sum_{m \geq 1} \Lambda_{m}^{n}\left\|\mathbf{1}_{\eta \hbar_{n}|\xi| \geq 1} \overline{\Psi_{m}^{n}}\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2} \\
\leq 2\left(\|u\|_{L^{\infty}\left(\mathbf{R}^{3}\right)}^{2}+\hbar_{n}^{2}\left\|\operatorname{div}_{x} u\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)}^{2}\right) \operatorname{trace}\left(R_{h, N: 1}(t)^{1 / 2}\left(1+\left|\hbar_{n} D_{x}\right|^{2}\right) R_{h, N: 1}(t)^{1 / 2}\right) \\
\times \frac{1}{(2 \pi)^{3}} \eta^{2} \sum_{m \geq 1} \Lambda_{m}^{n}\left\|\hbar_{n}|\xi| \widehat{\Psi_{m}^{n}}\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2} \\
\leq 2 \eta^{2}\|u\|_{W^{1, \infty}\left(\mathbf{R}^{3}\right)}^{2} \operatorname{trace}\left(R_{h, N: 1}(t)^{1 / 2}\left(1+\left|\hbar_{n} D_{x}\right|^{2}\right) R_{h, N: 1}(t)^{1 / 2}\right)^{2} .
\end{array}
$$

On the other hand

$$
\begin{array}{r}
\left|\sum_{m \geq 1} \Lambda_{m}^{n}\left\langle\hbar_{n} D_{j}\left(\left(u_{j}-u_{j}^{\eta}\right) \Psi_{m}^{n}\right) \mid \chi\left(\eta \hbar_{n} D_{x}\right) \Psi_{m}^{n}\right\rangle\right|^{2} \\
=\left|\sum_{m \geq 1} \Lambda_{m}^{n}\left\langle\left(u_{j}(t, \cdot)-u_{j}^{\eta}\right) \Psi_{m}^{n} \mid \chi\left(\eta \hbar_{n} D_{x}\right) \hbar_{n} D_{j} \Psi_{m}^{n}\right\rangle\right|^{2} \\
\leq \sum_{j=1}^{3} \sum_{m \geq 1} \Lambda_{m}^{n}\left\|\left(u_{j}-u_{j}^{\eta}\right) \Psi_{m}^{n}\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2} \sum_{m \geq 1} \Lambda_{m}^{n}\left\|\chi\left(\eta \hbar_{n} D_{x}\right) \hbar_{n} D_{j} \Psi_{m}^{n}\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2} \\
\leq \sum_{j=1}^{3} \sum_{m \geq 1} \Lambda_{m}^{n}\left\|\left(u_{j}-u_{j}^{\eta}\right) \Psi_{m}^{n}\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2} \sum_{m \geq 1} \Lambda_{m}^{n}\left\|\hbar_{n} D_{j} \Psi_{m}^{n}\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2} \\
\leq 3 C\left\|u(t, \cdot)-u^{\eta}\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} \sum_{m \geq 1} \Lambda_{m}^{n}\left\|\Psi_{m}^{n}\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2}=3 C\left\|u(t, \cdot)-u^{\eta}\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} .
\end{array}
$$

Hence

$$
\begin{aligned}
& \operatorname{trace}\left(\left(u_{j}(t, \cdot)-u_{j}^{\eta} \chi\left(\eta \hbar D_{x}\right)\right) \hbar D_{j} R_{h_{n}, N_{n}: 1}(t)\right) \\
& \quad=\sum_{m \geq 1} \Lambda_{m}^{n}\left\langle\hbar_{n} D_{j}\left(u_{j}(t, \cdot) \Psi_{m}^{n}\right) \mid\left(1-\chi\left(\eta \hbar_{n} D_{x}\right)\right) \Psi_{m}^{n}\right\rangle \\
& \quad+\sum_{m \geq 1} \Lambda_{m}^{n}\left\langle\left(u_{j}(t, \cdot)-u_{j}^{\eta}\right) \Psi_{m}^{n} \mid \chi\left(\eta \hbar_{n} D_{x}\right) \hbar_{n} D_{j} \Psi_{m}^{n}\right\rangle \rightarrow 0
\end{aligned}
$$

as $\eta \rightarrow 0$ uniformly in $n$, and therefore

$$
\begin{equation*}
\iint_{\mathbf{R}^{6}} u_{j}(t, x) \xi_{j} W(t, d x d \xi) d x d \xi=\lim _{n \rightarrow \infty} \operatorname{trace}\left(u_{j}(t, \cdot) \hbar D_{j} R_{h_{n}, N_{n}: 1}(t)\right) \tag{36}
\end{equation*}
$$

With (34) and (35), we conclude from (36) and (9) that

$$
\begin{array}{r}
\iint_{\mathbf{R}^{6}}|\xi-u(t, x)|^{2} W(t, d x d \xi) \\
\leq \lim _{1 / N_{n}+\hbar_{n} \rightarrow 0} \operatorname{trace}\left(R_{\hbar_{n}, N_{n}: 1}(t)^{1 / 2}\left|\hbar_{n} D_{x}-u(t, \cdot)\right|^{2} R_{\hbar_{n}, N_{n}: 1}(t)^{1 / 2}\right)=0
\end{array}
$$

Since $W(t) \geq 0$ by Theorem III. 2 in [29], we conclude that

$$
|\xi-u(t, x)|^{2} W(t, d x d \xi)=0
$$

With (33), this implies that $W(t, d x d \xi)=\rho(t, x) \delta(\xi-u(t, x))$. Since all the limit points of $W_{\hbar}\left[R_{\hbar, N: 1}(t)\right]$ are of this form, and $W_{\hbar}\left[R_{\hbar, N: 1}(t)\right]$ is bounded in the topological dual $\mathcal{A}^{\prime}$ of the Lions-Paul Banach space

$$
\mathcal{A}:=\left\{\phi \in C_{0}\left(\mathbf{R}^{3} \times \mathbf{R}^{3}\right) \text { s.t. }(x, \xi) \mapsto \overline{\phi(x, \cdot)}(\xi) \text { belongs to } L^{1}\left(\mathbf{R}_{\xi}^{3} ; C_{0}\left(\mathbf{R}_{x}^{3}\right)\right)\right\}
$$

the family $W_{h}\left[R_{h, N: 1}(t)\right]$ is relatively compact in $\mathcal{A}^{\prime}$ for the weak-* topology by the Banach-Alaoglu theorem (Theorem 3.1.6 of [6]). By compactness and uniqueness of the limit point, we conclude that (14) holds.

This completes the proof of Theorem 2.2.

## 5. Proof of Proposition 2.4

This proof is similar to, and in places much simpler than the proof of Theorem 2.2. Whenever similar to those in sections 3 and 4, the arguments used in the proof of Proposition 2.4 are only sketched below. We shall insist only on those parts of the proof which which are simpler variants of sections 3 and 4 .

Consider the functional

$$
\begin{aligned}
& \mathcal{G}\left[R_{\hbar}, \rho, u\right](t):= \operatorname{trace}_{\mathfrak{H}}\left(R_{\hbar}(t)^{1 / 2}\left|\hbar D_{x}-u(t, \cdot)\right|^{2} R_{\hbar}(t)^{1 / 2}\right) \\
&+\iint_{\mathbf{R}^{6}} V(x-y)\left(\rho_{\hbar}-\rho\right)(t, x)\left(\rho_{\hbar}-\rho\right)(t, y) d x d y
\end{aligned}
$$

where $(\rho, u)$ is the solution of (3), while $R_{\hbar}$ is the classical solution of (15).
We recall Hardy's inequality: for each $\phi \in H^{1}\left(\mathbf{R}^{3}\right)$, one has

$$
\int_{\mathbf{R}^{3}} \frac{|\phi(x)|^{2}}{|x|^{2}} d x \leq 4 \int_{\mathbf{R}^{3}}\left|\nabla_{x} \phi(x)\right|^{2} d x .
$$

We also recall Proposition 5.3 from [1]:

$$
\begin{array}{r}
\quad \operatorname{trace}\left(R_{h}(t)^{1 / 2}\left(I-\Delta_{x}\right) R_{\hbar}(t)^{1 / 2}\right)+\frac{1}{2} \operatorname{trace}\left(R_{\hbar}(t) V \star \rho_{h}(t, \cdot)\right) \\
=\operatorname{trace}\left(R_{\hbar}(0)^{1 / 2}\left(I-\Delta_{x}\right) R_{\hbar}(0)^{1 / 2}\right)+\frac{1}{2} \operatorname{trace}\left(R_{\hbar}(0) V \star \rho_{h}(0, \cdot)\right)
\end{array}
$$

for all $t \geq 0$ and $\hbar>0$. Together with (8) and Hardy's inequality, this implies that

$$
\sup _{t \geq 0} \operatorname{trace}\left(R_{\hbar}(t)^{1 / 2}\left(I-\Delta_{x}\right) R_{\hbar}(t)^{1 / 2}\right)<\infty
$$

Let $\psi_{m}(t, \cdot)$ with $m \geq 0$ be a complete orthonormal system of eigenfunctions of $R_{\hbar}(t)$ in $\mathfrak{H}=L^{2}\left(\mathbf{R}^{3}\right)$. Let $\lambda_{m}$ be the associated sequence of eigenvalues of $R_{\hbar}(t)$, i.e. $\left.R_{\hbar}(t) \psi_{m}(t, \cdot)\right)=\lambda_{m} \psi_{m}(t, \cdot)$ for each $m \geq 0$. Then

$$
\rho_{\hbar}(t, x)=\sum_{m \geq 0} \lambda_{m}\left|\psi_{m}(t, x)\right|^{2}
$$

and, by the Sobolev embedding $H^{1}\left(\mathbf{R}^{3}\right) \subset L^{6}\left(\mathbf{R}^{3}\right)$, one has

$$
\begin{aligned}
\left\|\rho_{h}(t, \cdot)\right\|_{L^{3}\left(\mathbf{R}^{3}\right)} & \leq \sum_{m \geq 0}\left\|\lambda_{m}\left|\psi_{m}(t, x)\right|^{2}\right\|_{L^{3}\left(\mathbf{R}^{3}\right)} \\
& \leq C_{S}^{2} \sum_{m \geq 0}\left\|\sqrt{\lambda_{m}} \nabla_{x} \psi_{m}(t, x)\right\|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2} \\
& \leq C_{S}^{2} \sup _{t \geq 0} \operatorname{trace}\left(R_{h}(t)^{1 / 2}\left(I-\Delta_{x}\right) R_{h}(t)^{1 / 2}\right) .
\end{aligned}
$$

Since

$$
\rho_{\hbar}(t, x) \geq 0 \quad \text { and } \quad \int_{\mathbf{R}^{3}} \rho_{\hbar}(t, x) d x=1
$$

one has $\rho_{\hbar} \in L^{\infty}\left(\mathbf{R}_{+} ; L^{6 / 5}\left(\mathbf{R}^{3}\right)\right)$ and therefore $t \mapsto V \star \rho_{\hbar}(t, \cdot) \in L^{\infty}\left(\mathbf{R}_{+} ; L^{6}\left(\mathbf{R}^{3}\right)\right.$. In particular $t \mapsto \rho_{\hbar}(t, \cdot) V \star \rho_{\hbar}(t, \cdot)$ belongs to $L^{\infty}\left(\mathbf{R}_{+} ; L^{1}\left(\mathbf{R}^{3}\right)\right)$, and one has

$$
\iint_{\mathbf{R}^{6}} V(x-y)\left(\rho_{\hbar}-\rho\right)(t, x)\left(\rho_{\hbar}-\rho\right)(t, y) d x d y \geq 0
$$

for all $t \in[0, T]$. (Indeed, since $\rho \in L^{\infty}\left([0, T] ; L^{1} \cap L^{\infty}\left(\mathbf{R}^{3}\right)\right.$ ), the difference in density functions $\rho_{h}(t, \cdot)-\rho(t, \cdot) \in L^{\infty}\left([0, T] ; L^{6 / 5}\left(\mathbf{R}^{3}\right)\right)$, and approximating $\rho_{h}(t, \cdot)-\rho(t, \cdot)$ by a sequence of functions $\phi_{n}$ in the Schwartz class $\mathcal{S}\left(\mathbf{R}^{3}\right)$, we conclude by observing that

$$
\iint_{\mathbf{R}^{6}} V(x-y) \phi_{n}(x) \phi_{n}(y) d x d y=\frac{1}{(2 \pi)^{3}} \int_{\mathbf{R}^{3}} \hat{V}(\xi)\left|\hat{\phi}_{n}(\xi)\right|^{2} d \xi \geq 0
$$

since $\hat{V}(\xi)=|\xi|^{-2} \geq 0$.) In particular $\mathcal{G}\left[R_{\hbar}, \rho, u\right](t) \geq 0$ for all $t \in[0, T]$.
Proceeding as in the proof of Proposition 3.4 shows that

$$
\begin{array}{r}
\mathcal{G}\left[R_{\hbar}, \rho, u\right](t)=\mathcal{G}\left[R_{\hbar}, \rho, u\right](t) \\
-2 \int_{0}^{t} \operatorname{trace}_{\mathfrak{H}}\left(R_{\hbar}(s)^{1 / 2}\left(\hbar D_{j}-u_{j}(s, \cdot)\right) \Sigma_{j k}(s, \cdot)\left(\hbar D_{k}-u_{k}(s, \cdot)\right) R_{\hbar}(s)^{1 / 2}\right) d s \\
+\int_{0}^{t} \iint_{\mathbf{R}^{6}}(u(s, x)-u(s, y)) \cdot \nabla V(x-y)\left(\rho_{\hbar}-\rho\right)(s, x)\left(\rho_{\hbar}-\rho\right)(s, y) d x d y d s \\
+\frac{1}{2} \hbar^{2} \int_{0}^{t} \int_{\mathbf{R}^{3}} \Delta_{x}\left(\operatorname{div}_{x} u(s, x)\right) \rho_{\hbar}(s, x) d x d s
\end{array}
$$

where we recall the notation $\Sigma_{j k}=\frac{1}{2}\left(\partial_{j} u_{k}+\partial_{k} u_{j}\right)$. As above

$$
\begin{aligned}
\left|\int_{\mathbf{R}^{3}} \Delta_{x}\left(\operatorname{div}_{x} u(s, x)\right) \rho_{h}(s, x) d x\right| & \leq\left\|\Delta_{x}\left(\operatorname{div}_{x} u\right)\right\|_{L^{\infty}\left(\left[0, T \times \mathbf{R}^{3}\right)\right.} \int_{\mathbf{R}^{3}} \rho_{h}(s, x) d x \\
& =\left\|\Delta_{x}\left(\operatorname{div}_{x} u\right)\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|\operatorname{trace}_{\mathfrak{H}}\left(R_{h}(s)^{1 / 2}\left(\hbar D_{j}-u_{j}(s, \cdot)\right) \Sigma_{j k}(s, \cdot)\left(\hbar D_{k}-u_{k}(s, \cdot)\right) R_{\hbar}(s)^{1 / 2}\right)\right| \\
& \quad \leq\left\|\nabla_{x} u\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)} \operatorname{trace}_{\mathfrak{H}}\left(R_{\hbar}(s)^{1 / 2}\left|\hbar D_{x}-u(s, \cdot)\right|^{2} R_{\hbar}(s)^{1 / 2}\right) .
\end{aligned}
$$

Proceeding as in Lemma 3.5, one has

$$
\begin{aligned}
& \iint_{\mathbf{R}^{6}} V\left(x_{1}-x_{2}\right)\left(\rho_{h}-\rho\right)\left(s, x_{1}\right)\left(\rho_{h}-\rho\right)\left(s, x_{2}\right) d x_{1} d x_{2} \\
&= \frac{1}{N} \iint_{\mathbf{R}^{6}} V\left(x_{1}-x_{2}\right) \rho_{h}\left(s, x_{1}\right) \rho_{h}\left(s, x_{2}\right) d x_{1} d x_{2} \\
&+\int_{\left(\mathbf{R}^{3}\right)^{N}} \frac{1}{N^{2}} F\left(X_{N}, \rho(s, \cdot)\right) \prod_{n=1}^{N} \rho_{h}\left(s, x_{n}\right) d x_{n}
\end{aligned}
$$

and

$$
\begin{aligned}
\iint_{\mathbf{R}^{6}}\left(u\left(s, x_{1}\right)-u\left(s, x_{2}\right)\right) \cdot & \nabla V\left(x_{1}-x_{2}\right)\left(\rho_{h}-\rho\right)\left(s, x_{1}\right)\left(\rho_{h}-\rho\right)\left(s, x_{2}\right) d x_{1} d x_{2} \\
=\frac{1}{N} \iint_{\mathbf{R}^{6}}\left(u\left(s, x_{1}\right)-\right. & \left.u\left(s, x_{2}\right)\right) \cdot \nabla V\left(x_{1}-x_{2}\right) \rho_{h}\left(s, x_{1}\right) \rho_{h}\left(s, x_{2}\right) d x_{1} d x_{2} \\
& +\int_{\left(\mathbf{R}^{3}\right)^{N}} \frac{1}{N^{2}} F^{\prime}\left(X_{N},(\rho, u)(s, \cdot)\right) \prod_{n=1}^{N} \rho_{h}\left(s, x_{n}\right) d x_{n}
\end{aligned}
$$

It will be more convenient to recast these identities as

$$
\begin{array}{r}
\frac{N-1}{N} \iint_{\mathbf{R}^{6}} V\left(x_{1}-x_{2}\right)\left(\rho_{\hbar}-\rho\right)\left(s, x_{1}\right)\left(\rho_{\hbar}-\rho\right)\left(s, x_{2}\right) d x_{1} d x_{2} \\
=\int_{\left(\mathbf{R}^{3}\right)^{N}} \frac{1}{N^{2}} F\left(X_{N}, \rho(s, \cdot)\right) \prod_{n=1}^{N} \rho_{\hbar}\left(s, x_{n}\right) d x_{n} \\
\quad+\frac{1}{N} \int_{\mathbf{R}^{3}}\left(2 \rho_{\hbar}-\rho\right)(s, x)\left(V \star_{x} \rho\right)(s, x) d x
\end{array}
$$

and

$$
\begin{aligned}
\frac{N-1}{N} \iint_{\mathbf{R}^{6}}\left(u\left(s, x_{1}\right)-u\left(s, x_{2}\right)\right) \cdot & \nabla V\left(x_{1}-x_{2}\right)\left(\rho_{h}-\rho\right)\left(s, x_{1}\right)\left(\rho_{h}-\rho\right)\left(s, x_{2}\right) d x_{1} d x_{2} \\
=\frac{1}{N} \iint_{\mathbf{R}^{6}}\left(u\left(s, x_{1}\right)-u(s,\right. & \left.\left.x_{2}\right)\right) \cdot \nabla V\left(x_{1}-x_{2}\right)\left(2 \rho_{\hbar}-\rho\right)\left(s, x_{1}\right) \rho\left(s, x_{2}\right) d x_{1} d x_{2} \\
& +\int_{\left(\mathbf{R}^{3}\right)^{N}} \frac{1}{N^{2}} F^{\prime}\left(X_{N},(\rho, u)(s, \cdot)\right) \prod_{n=1}^{N} \rho_{h}\left(s, x_{n}\right) d x_{n}
\end{aligned}
$$

Applying the Serfaty inequality shows that

$$
\begin{array}{r}
\left\lvert\, \frac{N-1}{N} \iint_{\mathbf{R}^{6}}\left(u\left(s, x_{1}\right)-u\left(s, x_{2}\right)\right) \cdot \nabla V\left(x_{1}-x_{2}\right)\left(\rho_{h}-\rho\right)\left(s, x_{1}\right)\left(\rho_{h}-\rho\right)\left(s, x_{2}\right) d x_{1} d x_{2}\right. \\
\left.-\frac{1}{N} \iint_{\mathbf{R}^{6}}\left(u\left(s, x_{1}\right)-u\left(s, x_{2}\right)\right) \cdot \nabla V\left(x_{1}-x_{2}\right)\left(2 \rho_{\hbar}-\rho\right)\left(s, x_{1}\right) \rho\left(s, x_{2}\right) d x_{1} d x_{2} \right\rvert\, \\
\leq C\|\nabla u(s, \cdot)\|_{L^{\infty}\left(\mathbf{R}^{3}\right)}\left(\frac{N-1}{N} \iint_{\mathbf{R}^{6}} V\left(x_{1}-x_{2}\right)\left(\rho_{h}-\rho\right)\left(s, x_{1}\right)\left(\rho_{h}-\rho\right)\left(s, x_{2}\right) d x_{1} d x_{2}\right. \\
\left.-\frac{1}{N} \int_{\mathbf{R}^{3}}\left(2 \rho_{\hbar}-\rho\right)(s, x)\left(V \star_{x} \rho\right)(s, x) d x\right) \\
+C\left(1+\|\rho\|_{L^{\infty}\left(\mathbf{R}^{3}\right)}\right)\left(1+\|u\|_{W^{1, \infty}\left(\mathbf{R}^{3}\right)}\right) \frac{1}{N^{1 / 3}} .
\end{array}
$$

Letting $N \rightarrow \infty$ in this inequality, we conclude that

$$
\begin{aligned}
& \left|\iint_{\mathbf{R}^{6}}\left(u\left(s, x_{1}\right)-u\left(s, x_{2}\right)\right) \cdot \nabla V\left(x_{1}-x_{2}\right)\left(\rho_{\hbar}-\rho\right)\left(s, x_{1}\right)\left(\rho_{\hbar}-\rho\right)\left(s, x_{2}\right) d x_{1} d x_{2}\right| \\
& \quad \leq C\|\nabla u(s, \cdot)\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} \iint_{\mathbf{R}^{6}} V\left(x_{1}-x_{2}\right)\left(\rho_{\hbar}-\rho\right)\left(s, x_{1}\right)\left(\rho_{\hbar}-\rho\right)\left(s, x_{2}\right) d x_{1} d x_{2} .
\end{aligned}
$$

Finally

$$
\begin{array}{r}
\frac{d}{d t} \mathcal{G}\left[R_{\hbar}, \rho, u\right](t) \leq 2\left\|\nabla_{x} u\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)} \operatorname{trace}_{\mathfrak{H}}\left(R_{\hbar}(t)^{1 / 2}\left|\hbar D_{x}-u(t, \cdot)\right|^{2} R_{\hbar}(t)^{1 / 2}\right) \\
+C\|\nabla u\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)} \iint_{\mathbf{R}^{6}} V\left(x_{1}-x_{2}\right)\left(\rho_{\hbar}-\rho\right)\left(t, x_{1}\right)\left(\rho_{\hbar}-\rho\right)\left(t, x_{2}\right) d x_{1} d x_{2} \\
+\frac{1}{2} \hbar^{2}\left\|\Delta_{x}\left(\operatorname{div}_{x} u\right)\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}
\end{array}
$$

so that

$$
\begin{gathered}
0 \leq \mathcal{G}\left[R_{\hbar}, \rho, u\right](t) \leq \mathcal{G}\left[R_{\hbar}, \rho, u\right](0) e^{\max (2, C) t\left\|\nabla_{x} u\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}} \\
+\frac{1}{2} \hbar^{2}\left\|\Delta_{x}\left(\operatorname{div}_{x} u\right)\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)} \frac{e^{\max (2, C) t\left\|\nabla_{x} u\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}-1}}{\max (2, C) t\left\|\nabla_{x} u\right\|_{L^{\infty}\left([0, T] \times \mathbf{R}^{3}\right)}} .
\end{gathered}
$$

With (9) and (10), the previous inequality shows that

$$
\operatorname{trace}_{\mathfrak{H}}\left(R_{\hbar}(t)^{1 / 2}\left|\hbar D_{x}-u(t, \cdot)\right|^{2} R_{\hbar}(t)^{1 / 2}\right) \rightarrow 0
$$

which is the third convergence statement to be proved in Proposition 2.4, and

$$
\iint_{\mathbf{R}^{6}} V(x-y)\left(\rho_{\hbar}-\rho\right)(t, x)\left(\rho_{\hbar}-\rho\right)(t, y) d x d y \rightarrow 0
$$

as $\hbar \rightarrow 0$ for all $t \in[0, T]$. Since $\rho_{h}(t, \cdot)$ is a bounded family of Borel probability measures on $\mathbf{R}^{3}$ for each $t \in[0, T]$ as $\hbar$ runs through $[0,1]$, the same argument as in Step 2 of section 4 shows that $\rho_{h}(t, \cdot) \rightarrow \rho(t, \cdot)$ in the narrow topology of Radon measures on $\mathbf{R}^{3}$. That $J_{\hbar}(t, \cdot) \rightarrow \rho u(t, \cdot)$ for the narrow topology of signed Radon measures on $\mathbf{R}^{3}$, and that $W_{h}\left[R_{h}(t)\right] \rightarrow \rho(t, x) \delta(\xi-u(t, x))$ in $\mathcal{S}^{\prime}\left(\mathbf{R}^{3}\right)$ for all $t \in[0, T]$ as $\hbar \rightarrow 0$ is proved exactly as in steps 3 and 4 of section 4 . This concludes the proof of Proposition 2.4.

Remark. This proof bears on a mean-field equation, describing the behavior of the typical single particle in a system of $N$ identical particles. It may seem somewhat strange that the argument should involve $N$ as in the proof of (2.2), and one might have preferred a more direct argument. Nevertheless this one has the merit of being essentially a repetition of what has been in the two previous sections.
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