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We revisit the step bunching instability without recourse to the quasistatic approximation and show that the stability diagrams are significantly altered, even in the low-deposition regime where it was thought sufficient. In particular, steps are unstable against bunching for attachment-detachment limited growth. By accounting for the dynamics and chemical effects, we can explain the onset of step bunching in Si(111)-(7×7) and GaAs(001) without resort to the inverse Schwoebel barrier or step-edge diffusion. Further, the size-scaling analysis of step-bunch growth, as induced by these two combined effects, agrees with the bunching regime observed at 750°C in Si(111)-(7×7).
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Epitaxial crystal growth is often accompanied by changes in surface morphology such as island nucleation and the meandering of atomic steps [1]. A widely observed instability during step-flow growth is step bunching, explained in the early days as a consequence of an inverse Ehrlich-Schwoebel (ES) effect, whereby adatom attachment to descending steps is more favorable than to ascending ones [2,3]. As situations were encountered where the ES effect is either direct or negligible, alternative mechanisms for step bunching were proposed, including the coupling between diffusing species [4,5] and step-edge diffusion [6].

With few exceptions [7–9], the classical stability analyses [3,4,10–15] were carried out in the framework of the quasistatic approximation [1,16,17]. This mathematical simplification is usually considered appropriate in regimes of low deposition rates. In this Letter, we develop a linear stability analysis of the general equations that govern the step dynamics without resorting to this simplification. Surprisingly, we find that the stability predictions are significantly modified, even in the regime of infinitely slow deposition. In addition to challenging the validity of the quasistatic approximation, this result provides a new mechanism for step bunching, which may be pertinent to the understanding of its occurrence in the epitaxial growth of GaAs(001) and Si(111)-(7×7) [18–24].

To study their bunching, steps are assumed straight and, as such, described in a one-dimensional setting by their positions \( \{ x_n \}_{n \in \mathbb{Z}} \) on the x axis (Fig. 1), with the adatom density on the nth terrace denoted by \( \rho_n \). Letting \( L_0 \) be the initial terrace width, \( D \) the diffusion coefficient of adatoms on terraces, and \( \rho_{eq}^n \) the equilibrium adatom density, we write the equations governing the dynamics of steps in dimensionless form with \( L_0^3, L_0^2/D, \) and \( \rho_{eq}^n \) the characteristic length, time, and adatom density, respectively. These consist of the reaction-diffusion equation on each terrace,

\[
\partial_t \rho_n = \partial_x \kappa \rho_n - \bar{v} \rho_n + \bar{F},
\]

where \( \bar{F} := FL_0^2 / \rho_{eq}^n D \) and \( \bar{v} := \nu L_0^2 / D \) as the dimensionless counterparts of the deposition rate \( F \) and evaporation probability \( \nu \), respectively. Equation (1) is supplemented by the step boundary conditions

\[
-\rho_n^+ \dot{x}_{n+1}^- - (\partial_x \rho_n^-)^- = J_{n+1}^-, \\
\rho_n^- \dot{x}_n^+ + (\partial_x \rho_n^+)^+ = J_n^+,
\]

where the superimposed dot denotes the time derivative and \( J_n^- \) and \( J_n^+ \) are the dimensionless attachment rates to the nth step from above and below, respectively,

\[
J_n^- := \bar{k}(\rho_{n-1}^- - 1 - \Theta [\rho]) x_n^- + f_n, \\
J_n^+ := \bar{k}S(\rho_n^+ - 1 - \Theta [\rho]) x_n^+ + f_n.
\]

FIG. 1. Schematic of two successive atomic steps displaying the microscopic mechanisms involved in step flow.
In (3), \([\rho]\)\_\_n \(\triangleq \rho_n(x_n, t) - \rho_{n-1}(x_n, t)\) is the jump in the adatom density at the \(n\)th step and, with \(a\) as the lattice parameter, \(\Theta \triangleq a^2 \rho_{eq}\) is the equilibrium adatom coverage. The step kinetics is described by \(\bar{\kappa} \triangleq \kappa_+ L_0^2 / D\) and \(S \triangleq \kappa_+ / \kappa_-,\) where \(\kappa_-\) and \(\kappa_+\) denote the kinetic coefficients of attachment-detachment \((a-d)\) to descending and ascending steps, respectively. Note that \(\bar{\kappa}\) expresses the ratio of \(a-d\) kinetics to terrace diffusion kinetics \((\bar{\kappa} \ll 1\) corresponds to \(a-d\) limited kinetics and \(\bar{\kappa} \gg 1\) to diffusion-limited kinetics), while \(S\) specifies the nature of the Ehrlich-Schwoebel effect \((S > 1\) for a direct ES effect and \(S < 1\) for an inverse ES effect). The elastic interactions between steps are accounted for by the elastic contribution \(f_n \triangleq -\bar{\alpha} / (x_{n+1} - x_n)^3 + \bar{\alpha} / (x_n - x_{n-1})^3\) to the driving force, defined as the work-conjugate of the step velocity, acting on the \(n\)th step. Here, \(\bar{\alpha} \triangleq a^2 \alpha / (k_B T L_0^3)\), \(k_B\) is the Boltzmann constant, \(T\) denotes the absolute temperature, and \(\alpha\) gives the magnitude of the dipole-dipole step interactions [17]. Finally, the adatom balance at the \(n\)th step yields

\[
\dot{x}_n = \Theta (J^+_n + J^-_n). \tag{4}
\]

While we are interested in step bunching as it occurs in the absence of electromigration, the inclusion of the latter, as well as step permeability, in (1)–(4) can be found in Ref. [25]. We refer to \(\Theta [\rho]\) in (3) as the chemical effect. To understand it, recall that (thermal, mechanical or chemical) equilibrium between two phases involves two conditions at their interface: continuity of heat flux and the Gibbs-Thomson relation in thermal equilibrium; continuity of traction and the Maxwell condition in mechanical equilibrium; continuity of both chemical and grand canonical potentials in chemical equilibrium. Since step motion results from the nonequilibrium chemical process of adatom incorporation, it is natural that the jump in the grand canonical potential, which reduces to \(\Theta [\rho]\) when adatoms behave like an ideal lattice gas, should appear in the driving force at the steps [25–27].

In step-flow models, bunching is investigated through a stability analysis of the fundamental steady-state solution, with equidistant steps \(x_n^\ast(t) = n + V^* t\) propagating with uniform velocity \(V^*\) and \(\rho_n^\ast(x, t) = q^\ast [x - x_n^\ast(t)]\). Invoking the quasistatic approximation, most existing stability analyses are performed neglecting the dynamics terms, i.e., the advective currents \(\rho_n^+ \dot{x}_{n+1}\) and \(\rho_n^- \dot{x}_n\) in (2) and the transient term \(\partial \rho_n\) in (1). This approximation is usually justified by noting that for sufficiently slow deposition or evaporation the dimensional step velocity, which under deposition is given by \(F L_0 a^2\), is small compared with the characteristic diffusion velocity \(D / L_0\). Under deposition, this limit can be expressed by a criterion on the Péclet number \([1,16,17]\).

\[
P \triangleq F L_0 a^2 / D = \bar{F} \Theta \ll 1. \tag{5}
\]

Treatment of the dynamics terms in previous works has been incomplete. In Ref. [7], only the transient term in (1) is accounted for, while in Refs. [14,28,29] only the advective terms are kept in (1)–(4). Reference [9] concerns the limit case of infinitely fast adatom diffusion, leading to an altogether different formulation. Only in Ref. [8] are all the dynamics terms studied, albeit via a stability analysis different from ours and without a systematic investigation of their implications on step bunching. In contrast, in this Letter, we aim at assessing the influence of the dynamics effect under arbitrary conditions of step-flow growth by quantifying its importance with respect to the other stabilizing or destabilizing mechanisms. Specifically, making use of the stability methods of hydrodynamics [30], we perform a linear stability analysis of (1)–(4) without neglecting the dynamics terms. In doing so, we show that their effect on stability is not only major at relatively high deposition rates but is also important in the limit of infinitely slow deposition.

The principal solution is obtained by solving (1)–(4) for \(V^*\) and \(q^\ast\). When perturbing \(\{x_n, \rho_n\}_{n \in \mathbb{Z}}\) about the principal solution, (1)–(4) form a free-boundary problem with moving interfaces at \(\{x_n\}_{n \in \mathbb{Z}}\). We make the change of spatial variable from \(x\) to \(u = g_n(x, t) \triangleq (x - x_n(t)) / (x_{n+1}(t) - x_n(t))\) that maps the time-dependent terrace \((x_n(t), x_{n+1}(t))\) into \((0,1)\) and recast the adatom density as

\[
\tilde{\rho}_n(u, t) \triangleq \rho_n(g_n^{-1}(u, t), t). \tag{6}
\]

defined, for all \(n\), on \((0,1) \times \mathbb{R}^+\). Rewriting (1)–(4) in terms of the variables \((x_n, \tilde{\rho}_n)\) and linearizing the resulting equations about the principal solution, we obtain a perturbation equation for \(\tilde{q}_n(u, t) \triangleq (\delta x_n(t), \delta \tilde{\rho}_n(u, t))\) which has the abstract form

\[
\mathcal{A}(\tilde{q}_{n-1}, \tilde{q}_n, \tilde{q}_{n+1}, \tilde{q}_{n+2}) = \mathcal{B}(\partial_t \tilde{q}_n, \partial_t \tilde{q}_{n+1}). \tag{7}
\]

The operators \(\mathcal{A}\) and \(\mathcal{B}\) being linear, time independent, and invariant with respect to one-terrace translations, the solution of (7) can be sought as a combination of Floquet modes, whose component of wave number \(k \in (-\pi, \pi)\) reads

\[
\delta \tilde{x}_n(t) = \delta \tilde{x} \exp(ikn + \lambda t),
\]
\[
\delta \tilde{\rho}_n(u, t) = \delta \tilde{\rho}(u) \exp(ikn + \lambda t), \tag{8}
\]

with \(\lambda\) as the unknown (complex) growth rate associated with \(k\). Inserting (8) in (7) yields, for a given wave number \(k\), a generalized eigenvalue problem of the form

\[
\hat{A}_k \hat{q} = \lambda \hat{B}_k \hat{q}. \tag{9}
\]

where \(\hat{q}(u) \triangleq (\delta \tilde{x}, \delta \tilde{\rho}(u))\) and \(\hat{A}_k\) and \(\hat{B}_k\) are linear operators deriving from \(\mathcal{A}\) and \(\mathcal{B}\) (see the Supplemental Material [44] for the full expressions of \(\mathcal{A}, \mathcal{B}, \hat{A}_k\), and \(\hat{B}_k\)). Solving
interactions between steps), and formally \( S \). The resulting dispersion relation is shown in Fig. 2, with the dynamics effect being the relevant parameter that determines the influence of the \( \Theta \)-dependence of \( \text{Re} \). Further, the analysis of the stable against bunching if, for any mode \( k \), \( \text{Re}(\lambda) |k| \leq 0 \).

To study the effect on stability of the dynamics terms per se, we “disable” the other mechanisms by setting formally \( S = 1 \) (symmetric \( a-d \)), \( \Theta [\bar{\rho}] = 0 \) (no chemical interactions between steps), and \( \bar{\alpha} = 0 \) (no elastic interactions). The resulting dispersion relation is shown in Fig. 2, with the relevant parameter that determines the influence of the dynamics on stability being \( \bar{k} \). Under deposition, the dynamics effect is destabilizing for \( \bar{k} < 1 \) (approaching the \( a-d \) limited regime) and stabilizing for \( \bar{k} > 1 \) (approaching the diffusion-limited regime). Further, the analysis of the dependence of \( \text{Re}(\lambda) |k| \) on \( \bar{F} \) and \( \Theta \) shows that the dispersion curve scales linearly with \( \bar{F} \) and quadratically with \( \Theta \) [25]. While the first scaling is shared with the other kinetic mechanisms (ES barrier and chemical effect), the scaling with \( \Theta^2 \) is common with the chemical effect only, the ES effect and elasticity scaling linearly with \( \Theta \). Hence, the impact of both the chemical and dynamics effects is particularly important for materials with relatively high equilibrium adatom coverage.

As noted, the effect of dynamics on stability scales linearly with \( \bar{F} \), as do the ES and chemical effects. Therefore, even by taking the limit of infinitely slow deposition rate \( \bar{F} \rightarrow 0 \) (which is equivalent, for a given \( \Theta \), to an infinitely small Péclet number) the influence of the dynamics, compared to the other mechanisms, does not become negligible, thus invalidating the quasistatic approximation. Next, we illustrate the breakdown of the quasistatic approximation by showing (Fig. 3) how the dynamics competes with the well-known stabilizing ES effect to destabilize steps against bunching. Although we neglect, for the purpose of the demonstration, the elastic interactions between steps (\( \bar{\alpha} = 0 \)) and the chemical interactions between terraces (\( \Theta [\bar{\rho}] = 0 \)), the stability diagram of Fig. 3 corresponds to physically relevant ranges of \( S \) and \( \bar{F} \). Moreover, \( \Theta = 0.2 \) corresponds to typical relatively high values of adatom coverage (as measured, e.g., in GaAs(001) [32,33]) and \( \bar{k} = 0.1 \) is taken as an illustrative value of the attachment-detachment dominated kinetics, for which the dynamics is destabilizing. Figure 3 illustrates that even for infinitely small Péclet number, the destabilizing effect of the dynamics remains, for a sufficiently small \( S \), prevalent over the stabilizing ES effect.

The quasistatic stability predictions for various step models found in the literature turn out to be significantly modified when the dynamics terms are included. In particular, we now illustrate how these modifications provide possible explanations of experimental observations of the bunching of steps during growth of Si(111)-(7x7) [24] and GaAs(001) [18–23] in the temperature ranges of 700–780°C and 600–700°C, respectively.

Within the classical step-flow model, which includes neither the chemical nor the dynamics effects, the only way to account for bunching under growth is to invoke an inverse ES effect. However, studies on Si(111)-(7x7), based on observations of denuded zones around steps [34,35], the decay rates of islands and holes [36], and the distributions of island nucleations [37], lead to contradictory interpretations, namely a direct [36], inverse [35,37], and neutral Schwoebel barrier [34]. On the other hand, it was concluded from work on the growth of mounds [38] that the ES barrier is weakly direct in GaAs(001). Given the limited evidence of an inverse
four decades below the typical upper bound of step flow deposition of Si effects. We see on the stability diagram (Fig. 4) for therium adatom coverage, a low value, which tends to one monolayer is dimensionless units the time needed for the deposition of a large unstable domain. Further, noting that in terms of destabilizing chemical and dynamics effects, there exists diffusion-limited kinetics (\[6\]) in molecular beam epitaxy of Si(111).

Without resort to these additional mechanisms, we show how accounting for the chemical and dynamics effects can lead to unstable crystal growth. To this end, with estimations of the physical parameters obtained from the experimental literature, we quantify how these effects compete with the stabilizing elastic interactions and ES effect.

For Si(111)-(7 \times 7), given the conflicting evidence of the Schwoebel effect, we assume symmetric attachment-detachment (\(S = 1\)). The coefficient \(\tilde{a}\) for dipole-dipole interactions is obtained from atomistic computations [39] and is typically \(\tilde{a} = 5 \times 10^{-5}\) for \(L_0 = 20\) nm. With no estimations of \(\tilde{k}\), we take a range that accounts for all possible regimes, from \(a-d\) limited kinetics (\(\tilde{k} \ll 1\)) to diffusion-limited kinetics (\(\tilde{k} \gg 1\)). Similarly, given the lack of data on \(D\), estimation of \(\bar{F}\) is difficult. Thus, we cover four decades below the typical upper bound of step flow growth \(\bar{F} = 1\). Finally, we take \(\Theta = 0.01\) for the equilibrium adatom coverage, a low value, which tends to underestimate the influence of the dynamics and chemical effects. We see on the stability diagram (Fig. 4) for the deposition of Si(111)-(7 \times 7) that, as a result of the destabilizing chemical and dynamics effects, there exists a large unstable domain. Further, noting that in terms of dimensionless units the time needed for the deposition of one monolayer is \(1/P\), in the region \(\tilde{k} < 10^{-1}\), the typical number of monolayers for the instability to develop is 50 to 100. Hence, with observations [24] that the instability occurs between 30 and 300 monolayers, the mechanisms considered herein are sufficiently fast to explain step bunching in the experiments under consideration.

The plausible implication of the chemical and dynamics effects in the step bunching of GaAs(001) is also confirmed quantitatively. For this material, the elastic interactions are weaker (\(\tilde{a} = 5 \times 10^{-6}\) for \(L_0 = 16\) nm associated with a miscut angle of 1° [40,41]), and Krug suggests in Ref. [38] the existence of a direct ES effect whose strength, estimated from an energetic barrier, is roughly \(S = 2\). Moreover, measurements of the equilibrium adatom coverage in GaAs(001) show that it is in the high range, \(\Theta = 0.2\) [32,33]. Finally, from the knowledge of the deposition rates in the experiments considered in Refs. [18–23] combined with measurements of the diffusion coefficient \(D\) of GaAs(001) [42,43], we estimate that \(\bar{F}\) is between \(\bar{F} = 10^{-2}\) and \(\bar{F} = 1\). With these parameters, while both elastic interactions and the Schwoebel barrier are stabilizing, the entire domain \(10^{-2} < \tilde{k} < 10^2\) and \(10^{-2} < \bar{F} < 1\) is unstable (see the Supplemental Material [44] for a discussion of the corresponding stability diagram).

Finally, we numerically solve the nonlinear moving boundary problem whose linearization yields (1)–(4), cf. the Supplemental Material [44]. First noting that our simulations confirm the development of bunching under the combined dynamics and chemical effects, we perform size-scaling analyses on the patterns of the step bunches [45–47] to identify from the experiments of Omi et al. on Si(111) the bunching regime(s) consistent with the dynamics and chemical effects. To this end, we obtain from the evolution of the bunch height \(BH\) and surface roughness

![FIG. 4. Stability diagram for the deposition of Si(111)-(7 \times 7), with \(\tilde{\nu} = 0, \Theta = 0.01, S = 1,\) and \(\tilde{a} = 5 \times 10^{-5}\). Blue (dark) and yellow (light) correspond to the stable and unstable domains, respectively, and isolines display \(\max_{\tilde{\lambda} \in [-\pi,\pi]} \log_{10} \Re(\tilde{\lambda})\). The white area corresponds to an unphysical domain where the adatom density reaches values well above the equilibrium adatom coverage.](image1)

![FIG. 5. Evolution of the median bunch height and surface roughness with the deposited thickness, obtained from simulations of the nonlinear moving boundary problem accounting for the combined dynamics-chemical effect, with \(\bar{F} = 10^{-3}, \tilde{k} = 10^{-2}, \Theta = 2 \times 10^{-2}, S = 1,\) and \(\tilde{a} = 2 \times 10^{-7}\). Since the early transient phase corresponds to step pairing, the linear fitting that yields \(\beta_0\) and \(\beta_r\) is performed on the subsequent bunch-growth phase.](image2)
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SR with the deposited thickness $\tau$ the exponents $\beta_h$ and $\beta_r$ that appear in the scaling relations $BH = \tau^{\beta_h}$ and $SR = \tau^{\beta_r}$ [24]. Figure 5 shows the evolution of these two quantities for a particular set of parameters and the associated exponents. Simulations for different values of $\bar{F}$, $\bar{\kappa}$, and $\Theta$ show small variations in the exponents, in the ranges $\beta_h = 0.47 \pm 0.04$ and $\beta_r = 0.54 \pm 0.04$. The agreement with the experimental exponents $\beta_h = 0.49 \pm 0.09$ and $\beta_r = 0.50 \pm 0.09$ obtained by Omi et al. at 750°C indicates that the combined dynamics-chemical effect captures bunching on Si(111) at this temperature without recourse to the inverse Schwoebel effect. Note that the latter provides, in the quasistatic approximation, comparable scaling exponents.

In summary, we have shown that dynamics can trigger bunching, even in the regime of very slow deposition, thus challenging the quasistatic approximation that prevails in the existing literature on step instabilities. When combined with the chemical effect (which is inherent to the driving force behind step motion but remains mostly unaccounted for), it can quantitatively explain step bunching without recourse to the inverse ES barrier, whose existence remains controversial, or step-edge diffusion. When adequate parameters are chosen, the proposed model furnishes a plausible scenario for the onset of the bunching instability observed in Si(111)-(7 x 7) and GaAs(001). Further, our simulations of the moving boundary problem beyond the linear-stability regime confirm the formation and growth of step bunches in the presence of symmetric adatom attachment-detachment. Finally, the size-scaling analysis of the bunch patterns reveals that the combined chemical-dynamics effect can capture the bunching observed on Si(111)-(7 x 7) at 750°C. Measurements of bunch patterns on material surfaces such as GaAs(001), for which evidence points to a direct ES barrier, would help to further validate the implication of the combined dynamics-chemical effect.
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