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THE BOLTZMANN-GRAD LIMIT FOR THE LORENTZ GAS

WITH A POISSON DISTRIBUTION OF OBSTACLES

FRANÇOIS GOLSE

Abstract. In this note, we propose a slightly different proof of Gallavotti’s
theorem [“Statistical Mechanics: A Short Treatise”, Springer, 1999, pp. 48–55]
on the derivation of the linear Boltzmann equation for the Lorentz gas with a
Poisson distribution of obstacles in the Boltzmann-Grad limit.

In memory of Prof. Robert T. Glassey (1946-2020)

1. Introduction

In 1905, Lorentz proposed to describe the motion of electrons in a metal by
means of a linear Boltzmann equation (equation (16) below) satisfied by the electron
distribution function. The argument in [16] leading to the Lorentz kinetic model
closely follows the classical reasoning leading to the Boltzmann equation in the
kinetic theory of gases. The essential difference is that the Lorentz collision integral
(i.e. the right hand side of (16)) is linear, at variance with the Boltzmann collision
integral, which is quadratic.

However, the discussion in [16] is by no means a rigorous derivation of the
Lorentz kinetic model. The first rigorous derivation of the Lorentz equation is
due to Gallavotti [7, 8] (with [8] remaining unpublished, until it was included in
the book [9]). In [8] or [9], the electrons are specularly reflected at the surface of
spherical obstacles whose centers are distributed at random and define a Poisson
point process in R3. Assuming that the size ǫ > 0 of each obstacle is small, while
the number N of obstacles per unit volume is large so that Nǫ2 tends to a positive
number, which is the Boltzmann-Grad scaling, Gallavotti proved in [8] or [9] that
the expected electron distribution function converges to the solution of the Lorentz
kinetic equation. Gallavotti’s simple, but outstanding result was later generalized
by Spohn [19] to more general distributions of obstacles. On the other hand, the
almost sure (i.e. for almost every denumerable set of obstacle centers) convergence
of the electron distribution function was proved in [3].

Gallavotti’s proof proceeds as follows: for each denumerable set of obstacle cen-
ters, the electron distribution function is computed by the method of characteris-
tics, then averaged in the set of obstacle centers (see formula (4.2) in [8] or formula
(1.A2.12) in [9]). Then one partitions the set of obstacles centers into configurations
where each obstacle is hit only once by the electron, and configurations where at
least one obstacle is hit at least twice by the electron (see formula (5.6) in [8], or
formula (1.A2.19) in [9]). Then one passes to the limit as ǫ (the obstacle radius)
tends to zero in the expressions so obtained and proves that the contribution of
configurations where each obstacle is hit only once converges to some expression in
the form of a series (formula (5.11) in [8], or formula (1.A2.23) in [9]. One easily
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recognizes in this series the explicit formula for the solution of the Lorentz kinetic
equation (16) in terms of the initial distribution function obtained by iterating on
the Duhamel formula (treating the Lorentz collision integral as a perturbation of
the free transport equation). The contribution of recollisions is proved negligible by
the conservation of total mass, or particle number satisfied by the Lorentz kinetic
equation (16).

One remarkable feature of Gallavotti’s argument is that the Lorentz equation
(16) is deduced from the explicit formula giving its solution. This is somewhat
disconcerting for a mathematician: indeed, solving differential equations by means
of explicit formulas is quite exceptional. Besides, even if explicit solutions are
available, it is usually simpler to deduce the qualitative features of these solutions
from the equation they satisfy than from some complicated explicit formula.

This situation is far from exceptional in mathematical physics, and there are
other fundamental equations which have been derived from a more or less explicit
form of their solutions. Perhaps the most famous example is the Boltzmann equa-
tion of the kinetic theory of gases itself. Its first rigorous derivation, due to Lanford
[14] (see also [4, 6] for more detailed presentations and generalizations of Lanford’s
result) follows exactly the same pattern as Gallavotti’s (simpler) derivation of the
Lorentz kinetic equation. One shortcoming of this approach is that the time inter-
val on which the Boltzmann equation is derived from Newton’s second law written
for each gas molecule is extremely small (a fraction of the average time between
two successive collisions involving the same gas molecule).

For this reason, we propose in this note a different approach to the problem
of deriving the Lorentz kinetic equation. We shall never manipulate any explicit
formula for the solution of the Lorentz kinetic equation (16) — or for its Green
function. We shall instead obtain the Green function for (16) as the unique limit
point of a carefully designed (see section 5 below) family of Radon measures in the
weak-* topology, by a functional analytic argument. This Green function is proved
to satisfy an integral equation equivalent to the adjoint equation of (16) (in other
words, it is a “mild” solution of the adjoint equation of (16)).

Perhaps the most important ingredient in this derivation is an analogue of the
property referred to as “one-sided molecular chaos” in chapter I, section 11 of [12]
— see also Sone’s lucid presentation in Appendix A, section A1 of [18] (especially
the discussion between equation (A.5) on p. 485 and the Lemma on p. 492, and
footnotes 12, 13, 14, of key importance for a good understanding of the foundations
of the kinetic theory of gases). This analogue of Grad’s “one-sided molecular chaos”
idea is presented and explained in detail in section 7 below.

In the end, we obtain exactly the same result as Gallavotti’s in [8, 9]. As ex-
plained above, our purpose was certainly not to improve, or generalize Gallavotti’s
original derivation of the Lorentz equation, but to show that such a derivation
could be carried out by obtaining directly the integral equation form of the Lorentz
kinetic model (16), without ever using the explicit solution of (16). Hopefully, this
approach can be adapted to derive other kinetic models.

The outline of this paper is as follows: section 2 presents the basic setting of the
Lorentz gas, while section 3 reviews some material on the Poisson point process,
and section 4 describes the billiard flow, i.e. the Lorentz gas dynamics before
passing to the vanishing ǫ limit. The material in sections 2-4 is standard in the
theory of the Lorentz gas. Section 5 introduces the “filtered” Green function, and its
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decomposition, (28), ultimately leading to the integral equation form of the Lorentz
kinetic equation in the vanishing ǫ limit. The two terms in this decomposition are
studied in sections 6 and 7 respectively. The adjoint equation satisfied by the Green
function of (16) is obtained in section 8, while section 9 contains the end of the
proof of Gallavotti’s theorem (Theorem 3.1 in section 3).

Bob Glassey has been a leader in the field of kinetic equations. His work with
W. Strauss on the Vlasov-Maxwell system [11] is an important milestone on the
most intriguing open problem in noncollisional kinetic theory, and has had a rich
posterity. His monograph[10] on the Cauchy problem in kinetic theory is a model of
clarity, mathematical precision and elegance. The modest remarks on the founda-
tions of kinetic theory in the present paper are dedicated to Bob Glassey’s memory
in recognition of his influence on the field of kinetic models, both as a researcher
and as a mentor.

2. The Lorentz Gas

Let d ≥ 2 be an integer, and let C be a denumerable subset of Rd. For ǫ > 0,
consider the billiard table

(1) Ωǫ(C) ∶= {x ∈R
d s.t. dist(x,C) > ǫ} , Zǫ(C) ∶= Ωǫ(C) × S

d−1 ,

where Sn−1 designates the unit sphere {(x1, . . . , xn) ∈R
n s.t. x2

1 + . . . + x
2
n = 1}.

If B ⊂Rd, the function

Rd ∋ x↦ dist(x,B) = inf
y∈B

dist(x, y) ∈ [0,+∞)
is easily seen1 to be 1-Lipschitz continuous, so that Ωǫ(C) is an open set of Rd for
each C ⊂Rd and each ǫ > 0.

If B(0,R) ∩ C is finite for all R > 0, then ∂Ωǫ(C) ∩ B(0,R) is a piecewise C1

submanifold of Rd for all R > 0. Indeed,

∂Ωǫ(C) ∩B(0,R) = ∂(finite union of balls of radius ǫ) ∩B(0,R) .
More precisely, an inward unit normal is defined at each point x ∈ ∂Ωǫ(C) such
that

#{c ∈ C s.t. x ∈ ∂B(c, ǫ)} = 1 ,
i.e. except for finitely many x ∈ ∂Ωǫ(C). If this is the case, we denote

(2) {cǫ(x)} ∶= {c ∈ C s.t. x ∈ ∂B(c, ǫ)} .
The transport equation with specular reflection on ∂Ωǫ(C) for all C denumerable

such that B(0,R)∩C is finite for each R > 0, is the initial boundary value problem

1Indeed, for each y ∈ B, one has

dist(x2,B) ≤ dist(x2, y) ≤ dist(x2, x1) + dist(x1, y) ,

and minimizing the right hand side in y ∈ B implies that

dist(x2,B) ≤ dist(x2, x1) + dist(x1,B) .

Exchanging the roles of x1, x2 leads immediately to the 1-Lipschitz continuity condition.
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with unknown fǫ ≡ fǫ(t, x, v;C) written below
(3)⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

∂tfǫ(t, x, v;C) + v ⋅ ∇xfǫ(t, x, v;C) = 0 , x ∈ Ωǫ(C) ,
fǫ(t, x, v;C) = fǫ (t, x, v − 2 (v ⋅ x−cǫ(x)ǫ

) x−cǫ(x)
ǫ

;C) , #(C ∩ ∂B(x, ǫ)) = 1 ,
fǫ(0, x, v;C) = f in(x, v) , x ∈ Ωǫ(C) .

It is natural to require that B(0,R) ∩ C is finite, so that ∂Ωǫ(C) ∩ B(0,R) is a
piecewise C1 submanifold of Rd for all R > 0. This is indeed the setting in which
the initial boundary value problem above for the transport equation is well-posed
in Lp(Ωǫ(C)×Sd−1) (see [2] and chapter 1 of [1]). Later, we shall consider an even
simpler situation.

This problem satisfies the maximum principle: for all t ≥ 0

(4) 0 ≤ f in ≤M on Zǫ(C) Ô⇒ 0 ≤ fǫ(t, x, v;C) ≤M for a.e. (x, v) ∈ Zǫ(C) .
3. The Poisson Point Process

As recalled in the introduction, Gallavotti proves the Boltzmann-Grad limit for
a Lorentz gas with spherical scatterers (obstacles) whose centers are distributed
according to a Poisson point process in R3. This section recalls some basic facts
about the notion of Poisson point process. Standard references for this topic are
[13, 5]; see also the more recent textbook [15].

A Poisson point process in Rd with intensity λ is a random denumerable set
C ⊂Rd such that, for each Borel set A ⊂Rd, the random variable2

#(C ∩A) has Poisson distribution of parameter λ∣A∣,
and, for each k-tuple of pairwise disjoints Borel sets A1, . . . ,Ak ⊂ R

d, the integer-
valued random variables

#(C ∩A1), #(C ∩A2), . . . , #(C ∩Ak) are independent.

Thus

(5) P(#(C ∩Aj) = nj for j = 1, . . . , k) = k

∏
j=1

e−λ∣Aj ∣λ
nj ∣A∣nj

nj !
.

See section 2.1 in [13], section 2.4 in [5] or Definition 3.1 in [15].

Gallavotti starts from a slightly different, but obviously related formula (formula
(2.1) in [8], or formula (1A2.1) in [9]). This formula gives the probability of finding
N points c1, . . . , cN of C in a Borel subset B of Rd, with c1, . . . , cN in infinitesimal
volumes dc1, . . . , dcN centered at c1, . . . , cN , which is

(6) ΠN,B(c1, . . . , cN)dc1 . . . dcN = λNe−λ∣B∣

N !
dc1 . . . dcN .

This is called the Janossy measure of order N of the Poisson point process restricted
to B: see Definition 4.6, Example 4.8 and formula (4.21) in [15], or Definition 5.4
IV in [5] (notice the difference in normalization in these two references).

(Here is a quick informal argument explaining (6): pick A1, . . . ,AN pairwise
disjoints Borel subsets of B, and observe that the probability of finding N particles
c1, . . . , cN in B, with cj ∈ Aj for j = 1, . . . ,N , is exactly the probability of finding

2For each finite set S, we denote by #S the number of elements of S, and for each Borel, or
Lebesgue measurable subset A of Rd, we denote by ∣A∣ its Lebesgue measure.
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one element of C in each Aj for j = 1, . . . ,N and no element in B ∖ (A1 ∪ . . .∪AN),
divided by N ! to account for cj ∈ Aσ(j) with j = 1, . . . ,N and σ ∈ SN . According
to formula (5)

P(#(C ∩Aj) = 1 for j = 1, . . . ,N and #(C ∩B ∖ (A1 ∪ . . . ∪AN)) = ∅)
= e−λ(∣B∣−∣A1 ∣−...−∣AN ∣)

N

∏
j=1

λ∣Aj ∣e−λ∣Aj ∣ = e−λ∣B∣
N

∏
j=1

λ∣Aj ∣
and this implies formula (6).)

Since3

(7) P(#(C ∩B(0,R)) ≥ n) = e−λ∣B(0,R)∣ ∑
k≥n

λk ∣B(0,R)∣k
k!

≤
λn∣B(0,R)∣n

n!
→ 0

as n→∞ for each R > 0, then

P(#(C ∩B(0,N)) =∞) = 0 for each integer N > 0 .

Hence
(8)

P(N ) = 0 , where N ∶= ⋃
N≥1

{C ⊂Rd denumerable s.t. #(C ∩B(0,N)) =∞} .
In particular, for all C ∉ N , i.e. P-a.s., there are finitely many points of C in
the ball B(0,R), so that, as explained above, ∂Ωǫ(C) ∩B(0,R) is a piecewise C1

submanifold of Rd for all R > 0.

We shall consider below an even simpler situation. For each ǫ > 0, set

(9) C(ǫ,R) ∶= {C ⊂Rd denumerable s.t. c /= c′ ∈ C ∩B(0,R) Ô⇒ ∣c − c′∣ > 3ǫ} .
Assume that f in = 0 a.e. on B(0,R)c × Sd−1, and that C ∈ C(ǫ,R + T ). Then, one
has fǫ(t, x, v) = gǫ(t, x, v) for a.e. (t, x, v) ∈ [0, T ]×B(0,R + T )×Sd−1 and for each
T > 0, where gǫ is the solution of the Cauchy problem
(10)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂tgǫ(t, x, v;C) + v ⋅ ∇xgǫ(t, x, v;C) = 0 , x ∈ Ωǫ(C) ∩B(0,R + T ) ,
gǫ(t, x, v;C) = gǫ (t, x, v − 2 (v ⋅ x−cǫ(x)ǫ

) x−cǫ(x)
ǫ

;C) , C ∩ ∂B(x, ǫ) = {cǫ(x)} ,
gǫ(t, x, v;C) = 0 , ∣x∣ = R + T , v ⋅ x < 0 ,
gǫ(0, x, v;C) = f in(x, v) , x ∈ Ωǫ(C) .
Notice that, if C ∈ C(ǫ,R+T ), for each x ∈ (∂Ωǫ(C))∩B(0,R+T ) the condition

(11) C ∩ ∂B(x, ǫ) = {cǫ(x)}
defines cǫ(x) to be the unique point in C such that x lies on the surface of the
unique spherical obstacle centered at cǫ(x). The uniqueness of this obstacle follows
from our assumption that C ∈ C(ǫ,R + T ).

Observe that the spatial domain in this initial boundary value problem is the
open set Ωǫ(C) ∩B(0,R + T ). Now (∂Ωǫ(C)) ∩B(0,R + T ) is a disjoint union of
spheres in Rd, and therefore a C1 (even a C∞) submanifold of Rd — instead of

3By the Taylor formula, for each x ≥ 0 and each n ≥ 1,

1 − e−x
n−1

∑
k=0

xk

k!
= ∫

x

0

(x − t)n−1

(n − 1)!
et−xdt ≤ ∫

x

0

(x − t)n−1

(n − 1)!
dt =

xn

n!
.



6 F. GOLSE

piecewise smooth submanifold as in the case where C ∉ N . In particular, a unit
outward normal vector is uniquely defined at each point of (∂Ωǫ(C))∩B(0,R+T )
— and not only at all but finitely many points of (∂Ωǫ(C)) ∩B(0,R + T ).

Define the first collision time: for each (x, v) ∈ Zǫ(C), set
(12) τ1ǫ ((x, v);C) ∶= inf{t > 0 s.t. dist(x + tv,C) = ǫ} .
Thus, for each t ≥ 0,

P(τ1ǫ ((x, v) ∶ C) ≥ t) = P(C ∩ ([x,x + tv[+B(0, ǫ)) = ∅)
= e−λ∣[x,x+tv[+B(0,ǫ)∣ = e−λǫ

d−1∣Bd−1∣t .

(The notation Bn designates the unit ball {(x1, . . . , xn) ∈Rn s.t. x2
1+ . . .+x2

n ≤ 1}.)
The distribution of τ1ǫ ((x, v) ∶ C) is therefore given by the formula

−dP(τ1ǫ ((x, v),C) ≥ t) = λǫd−1∣Bd−1∣e−λǫd−1∣Bd−1 ∣tdt .

This formula is at the origin of the Boltzmann-Grad scaling:

(13) λǫd−1 = 1 .

Defining

(14) σ ∶= ∣Bd−1∣ ,
we see that the distribution of τ1ǫ ((x, v),C) satisfies
(15) −dP(τ1ǫ ((x, v),C) ≥ t)→ σe−σtdt

in the limit as ǫ→ 0.
With this scaling, the expected number of obstacles per unit volume is large and

tends to infinity as ǫ→ 0, since

E(#(C ∩B(0,R)))
∣B(0,R)∣ =

1

∣B(0,R)∣ ∑n≥0ne
−λ∣B(0,R)∣λ

n∣B(0,R)∣n
n!

= λ = ǫ1−d .

On the other hand, the expected volume fraction occupied by the obstacles is small
and vanishes as ǫ→ 0, since

E(#(C ∩B(0,R)))
∣B(0,R)∣ ∣Bd∣ǫd = ∣Bd∣ǫ .

After these preliminaries, we can state Gallavotti’s theorem.

Theorem 3.1 (Gallavotti). Let f in ∈ Cc(Rd × Sd−1) satisfy f in ≥ 0, and set

Fǫ(t, x, v) ∶= E [fǫ(t, x, v;C)1(x,v)∈Zǫ(C)
] .

Then Fǫ → F weakly-* in L∞([0,+∞)×Rd×Sd−1) as ǫ → 0, where F is the solution
of the linear Boltzmann equation

(16)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(∂t + v ⋅ ∇x)F (t, x, v) = 1

2 ∫
Sd−1
(F (t, x, v − 2(v ⋅ ν)ν) − F (t, x, v)) ∣v ⋅ ν∣dν ,

F (0, x, v) = f in(x, v) .
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4. The Billiard Flow

Assume that supp(f in) ⊂ B(0,R)×Sd−1 and assume that C ∈ C(ǫ,R+T ). Then,
for each t ∈ [0, T ] and each z ∈ Zǫ(C) ∩ (B(0,R) × Sd−1),
(17) fǫ(t,Zǫ(t, z;C);C) = f in(z) ,
where Zǫ(t, z;C) is defined by the following prescription.

Denote the phase-space points as z ∶= (x, v) ∈Rd × Sd−1; the free flow acting on
the phase-space is

(18) z ↦ z + tT z = (x + tv, v) , with T ∶= (0 IRd

0 0
) .

For each x ∈ ∂Ωǫ(C) ∩B(0,R + T ), we define cǫ(x) ∈ C as in (11), and set

(19) Sǫ(x, v;C) ∶= (x, v − 2 (v ⋅ x−cǫ(x)ǫ
) x−cǫ(x)

ǫ
) .

For C ∈ C(ǫ,R + T ), the billiard flow is defined on Zǫ(C) ∩ (B(0,R) × Sd−1) for
all t ∈ [0, T ] by the following prescription:
(20)

Zǫ(0, z;C) = z , for all z ∈ Zǫ(C) ∩ (B(0,R)× Sd−1) ,
Zǫ(s, z;C)=z+sT z , if 0<s≤τ1ǫ (z;C) ∧ T and z ∈ Zǫ(C) ∩ (B(0,R) × Sd−1) ,
Zǫ(s, z;C) = Zǫ(s − τ1ǫ (z;C) + 0, Sǫ(z + τ1ǫ (z;C)T z;C);C) , if τ1ǫ (z;C) <s≤ T.
Henceforth, we denote

Zǫ(s, z;C) ∶= (Xǫ, Vǫ)(s, x, v;C) .
One easily checks the following facts:

(a) for all 0 ≤ s ≤ t ≤ T and all z ∈ Zǫ(C), one has

z ∈ B(0,R + s) × Sd−1
Ô⇒ Zǫ(t − s, z;C) ∈ B(0,R + t) × Sd−1 ;

(b) for each C ∈ C(ǫ,R + T ),
c, c′ ∈ C ∩B(0,R + T ) and ∂B(c, ǫ) ∩ ∂B(c′, ǫ) /= ∅ Ô⇒ c = c′ .

In particular, #C ∩ ∂B(x, ǫ) ≤ 1 for each x ∈ B(0,R + T ) and each C ∈ C(ǫ,R + T );
(c) for each C ∈ C(ǫ,R + T ) and each z = (x, v) ∈ Zǫ(C) ∩ (B(0,R + T − t) × Sd−1),
one has

(21) #{s ∈ [0, t] s.t. dist(Xǫ(s, x, v;C),C) = ǫ} =∶ Nǫ(z, t;C) <∞ .

For each C ∈ C(ǫ,R+ T ), each z = (x, v) ∈ Zǫ(C)∩ (B(0,R + s)×Sd−1) and each
0 ≤ s ≤ t ≤ T , denote

0 < τ1ǫ (z;C) < τ2ǫ (z;C) < . . . < τNǫ(z,t−s;C)
ǫ (z;C) ≤ t − s

the finite set of collision times defined recursively by the formula

(22) τ j+1ǫ (z;C) = τ1ǫ (Zǫ(τ jǫ (z;C) + 0, z;C);C) , j = 1, . . . ,Nǫ(z, t − s;C) − 1 .
Likewise, set

(23) cjǫ(z;C) ∶= cǫ(Xǫ(τ jǫ (z;C), z;C)) , 1 ≤ j ≤ Nǫ(z, t − s;C)
to be the finite sequence of centers of colliding balls in [0, t − s].

Observe that, since C ∈ C(ǫ,R + T ),
τ j+1ǫ (z;C) − τ jǫ (z;C) > ǫ for all j = 1, . . . ,Nǫ(z, t − s;C) − 1 .
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In particular, this explains why the set of collision times in [0, T − s] is finite for all
z ∈ Zǫ(C) ∩ (B(0,R + s) × Sd−1) and all s ∈ [0, T ] if C ∈ C(ǫ,R + T ).

5. The Filtered Green Function

For each t ∈ [0, T ] and z ∈ B(0,R + T − t) × Sd−1, define the measure-valued

function GR,T
ǫ (t, z, dζ) on B(0,R + T )× Sd−1 by the formula

(24)

∫
B(0,R+T )×Sd−1

φ(ζ)GR,T
ǫ (t, z, dζ)

∶= ∫
C(ǫ,R+T )

φ(Zǫ(t, z;C))1z∈Zǫ(C)
∏

1≤j<k≤Nǫ(z,t;C)

1
c
j
ǫ(z,C)/=ckǫ (z,C)

P(dC)
for all φ ∈ C(B(0,R + T )× Sd−1). In other words, setting

(25) µR,T
ǫ [t, z;C] ∶= δZǫ(t,z;C)1z∈Zǫ(C)

1C∈C(ǫ,R+T )Λǫ(1,Nǫ(z, t;C); z;C) ,
where

(26) Λǫ(m,n; z;C) ∶= ∏
m≤j<k≤n

1
c
j
ǫ(z;C)/=ckǫ (z;C)

,

one has

GR,T
ǫ (t, z, ⋅) = E (µR,T

ǫ [t, z;C]) .
One can think of δZǫ(t,z;C)1z∈Zǫ(C)

, or of δZǫ(t,z;C)1z∈Zǫ(C)
1C∈C(ǫ,R+T ) as the

Green functions for (3) and (10) respectively. However µR,T
ǫ [t, z;C] involves the

additional factor Λǫ(1,Nǫ(z, t;C); z;C) which depends not only on Zǫ(t, z;C), but
on Zǫ[s, z;C] for all s ∈ [0, t]. In particular, µR,T

ǫ [t, z;C] is not the Green function
of a first order PDE. Nevertheless, it obviously satisfies the inequality

(27) µR,T
ǫ [t, z;C] ≤ δZǫ(t,z;C)1z∈Zǫ(C)

1C∈C(ǫ,R+T ) .

We shall use this inequality in section 9 to conclude the proof of Theorem 3.1.

Let us explain the reason for considering µR,T
ǫ [t, z;C], or its expected value

GR,T
ǫ (t, z, ⋅). The factor Λǫ(1,Nǫ(z, t;C); z;C) eliminates all the configurations C

of obstacles such that the path Zǫ(s, z;C) hits the same obstacle at least twice in the
time interval [0, t]. In other words, Λǫ(1,Nǫ(z, t;C); z;C) eliminates recollisions,
which are known to complicate all derivations of kinetic equations from particle
systems. Notice however a minor point: to conveniently eliminate recollisions,
we must first restrict our attention to obstacle configurations where the minimal

distance between two obstacles in B(0,R + T ) is positive — in fact, is at least ǫ > 0.

Henceforth, we call GR,T
ǫ the “filtered Green function”. We shall see that the

filtered Green function converges on (0,+∞) × (Rd × Sd−1)2 in the sense of distri-
butions as ǫ→ 0, and seek an integral equation satisfied by its limit.

Observe that, for each t ∈ [0, T ], one has

(28)
GR,T

ǫ (t, z, ⋅) =E (µR,T
ǫ [t, z;C]1t<τ1

ǫ (z;C)
) +E (µR,T

ǫ [t, z;C]1τ1
ǫ (z;C)≤t

)
=J1 + J2 .

The sought integral equation for the filtered Green function in the vanishing ǫ limit
follows precisely from this decomposition.

In the next two sections, we compute J1 and J2.
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6. Computing J1

If t < τ1ǫ (z;C), then Zǫ(t, z;C) = (I + tT )z and Nǫ(z, t;C) = 0, so that

Λǫ(1,0; z;C) = ∏
(j,k)∈∅

1
c
j
ǫ(z;C)/=ckǫ (z;C)

= 1 .

Thus

J1 = δz+tT zE (1z∈Zǫ(C)
1t<τ1

ǫ (z;C)
1C∈C(ǫ,R+T )) .

We have seen in (15) that

E (1t<τ1
ǫ (z;C)

) = P(τ1ǫ (z;C) > t) = e−σt as ǫ→ 0 .

On the other hand

(29)
0 ≤E (1t<τ1

ǫ (z;C)
) −E (1

z∈Zǫ(C)
1t<τ1

ǫ (z;C)
1C∈C(ǫ,R+T ))

≤E (1 − 1
z∈Zǫ(C)

) +E (1 − 1C∈C(ǫ,R+T )) .
First

1
z∈Zǫ(C)

= 1
x∈Ωǫ(C)

= 1
B(x,ǫ)∩C=∅

so that, arguing as in (7),

(30) E (1 − 1
z∈Zǫ(C)

) ≤ λ∣B(x, ǫ)∣ = ǫ1−d∣Bd∣ǫd = ∣Bd∣ǫ → 0 ,

where Bd is the closed unit ball of Rd.
The following limit is slightly more involved.

Lemma 6.1. Assume (without loss of generality) that R + T > 3. Then

E (1 − 1C∈C(ǫ,R+T ))→ 0 as ǫ→ 0 .

Proof. Indeed, according to formula (6),

E (1C∈C(ǫ,R+T )) =E (1C∩B(0,R+T )=∅) +E (1#(C∩B(0,R+T ))=1)
+ ∑

N≥2

E
⎛
⎝1C∩B(0,R+T )={c1,...,cN} ∏

1≤j<k≤N

1∣cj−ck ∣>3ǫ
⎞
⎠

=e−λ∣B(0,R+T )∣ + λ∣B(0,R + T )∣e−λ∣B(0,R+T )∣
+ ∑

N≥2
∫
B(0,R+T )N

∏
1≤j<k≤N

1∣cj−ck ∣>3ǫΠN,B(c1, . . . , cN)dc1 . . . dcN
=e−λ∣B(0,R+T )∣ (1 + λ∣B(0,R + T )∣ + ∑

N≥2

λNΞN

N !
)

where

ΞN ∶= ∫
B(0,R+T )N

∏
1≤j<k≤N

1∣cj−ck ∣>3ǫdc1 . . . dcN .

Observe that

ΞN = ∫
B(0,R+T )N−1

∏
1≤j<k≤N−1

1∣cj−ck ∣>3ǫ (∫
B(0,R+T )

N−1

∏
l=1

1∣cl−cN ∣>3ǫdcN)dc1 . . . dcN−1
and that

N−1

∏
l=1

1∣cl−cN ∣>3ǫ ≥ 1 −
N−1

∑
l=1

1∣cl−cN ∣≤3ǫ ,
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so that

∫
B(0,R+T )

(1 − N−1

∑
l=1

1∣cl−cN ∣≤3ǫ)dcN = ∣Bd∣((R + T )d − (N − 1)(3ǫ)d) .
Therefore

ΞN ≥ ΞN−1∣Bd∣((R + T )d − (N − 1)(3ǫ)d) .
Hence

1 ≥ E (1C∈C(ǫ,R+T )) ≥e−λ∣B(0,R+T )∣ ∑
N≥0

λN ∣Bd∣N(R + T )Nd

N !

N−1

∏
j=1

(1 − j (3ǫ)d

(R+T )d
)

≥e−λ∣B(0,R+T )∣ ∑
N≥0

λN ∣Bd∣N(R + T )Nd

N !
(1 −N (3ǫ)d

(R + T )d)
N

Denoting for simplicity

η ∶= ( 3ǫ
R+T
)d , β ∶= ∣Bd∣(R + T )d ,

one has

1 ≥ E (1C∈C(ǫ,R+T )) ≥ e−λβ m−1

∑
N=0

(λβ(1 −mη))N
N !

so that 4

1 −E (1C∈C(ǫ,R+T )) ≤1 − e−λβ m−1

∑
N=0

(λβ(1 −mη))N
N !

≤
(λβ(1 −mη))m

m!
≤
(λβ(1 −mη))m

mme−m
= (λβe( 1

m
− η))m

Assume without loss of generality that R + T > 3 so that 0 < η < ǫd, and let us
choose m ∶= [ǫ−d]. Then we find that

(λβe( 1
m
− η))m ≤ (βe( ǫ

ǫdm
))m ≤ (βe( ǫ

1−ǫd
))ǫ−d−1 → 0 as ǫ→ 0 .

�

Hence, using Lemma 6.1 with (29) and (30) shows that

(31) J1 → e−σtδz+tT z in total variation as ǫ → 0+ ,

according to (15).

7. Computing J2

The key idea in the computation of J2 is to use conditioning on the first obstacle.
Notice that this idea of conditioning on the first obstacle is the key by which
the integral equation (2.9), equivalent to the linear Boltzmann equation (2.10), is
deduced from the transport process in (2.3) in [17]

4Use footnote 3 above and the elementary inequality n! ≥ nne−n for each integer n ≥ 1. Indeed,

n! = nn
n−1

∏
k=0

(1 − k

n
) , and ln

n−1

∏
k=0

(1 − k

n
) =

n−1

∑
k=0

ln(1 − k

n
) ≥ n∫

1

0

ln(1 − x)dx = −1

since the function x ↦ ln(1 − x) is nonincreasing on (0,1).
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7.1. Conditioning on the first obstacle. In other words, we use the identity

(32) J2 = E (1τ1
ǫ (z;C)≤t

E (µR,T
ǫ [t, z,C]∣c1ǫ (z;C))) .

Observe that, for C ∈ C(ǫ,R+ T ), and for each z ∈ Zǫ(C)∩ (B(0,R + T − t)×Sd−1)
such that τ1ǫ (z;C) ≤ t ≤ T , one has

Zǫ(t, z;C) = Zǫ(t − τ1ǫ (z;C) + 0, Sǫ(z + τ1ǫ (z;C)T z;C);C) ,
Nǫ(z, t;C) − 1 =Nǫ(Sǫ(z + τ1ǫ (z;C)T z;C), t − τ1ǫ (z;C);C) ,

while Zǫ(t, z;C) ∈ Zǫ(C) for all t ∈ [0, T ] if z ∈ Zǫ(C) ∩ (B(0,R + T − t) × Sd−1).
Hence

(33)

µR,T
ǫ [t, z;C]

= µR,T
ǫ [t − τ1ǫ (z;C) + 0, Sǫ(z + τ1ǫ (z;C)T z;C);C]

Nǫ(z,t;C)

∏
k=2

1c1ǫ(z;C)/=c
k
ǫ (z;C)

.

Moreover µR,T
ǫ [t−τ1ǫ (z;C)+0, Sǫ(z+τ1ǫ (z;C)T z;C);C] depends only on cjǫ(z;C) for

j = 2, . . . ,Nǫ(z, t;C), and none of this points is equal to c1ǫ(z;C) unless
Nǫ(z,t;C)

∏
k=2

1c1ǫ(z;C)/=c
k
ǫ (z;C)

= 0 .

This observation is the exact analogue of Grad’s notion of one-sided molecular
chaos in chapter I, section 11 of [12], and in Appendix A, section A1 of [18]. In
other words, µR,T

ǫ [t, z;C] depends on c1ǫ(z;C) only in the following ways:

(a) through the presence of τ1ǫ (z;C) and of c1ǫ(x) in the transformation Sǫ defined
in (19), which both appear in the argument of µR,T

ǫ on the right hand side of (33),
and
(b) through the exclusion factor

Nǫ(z,t;C)

∏
k=2

1c1ǫ(z;C)/=c
k
ǫ (z;C)

,

of negligible statistical weight as ǫ→ 0.
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Let us first dispose of the exclusion factor mentioned in (b). For each (s, y) such
that s ∈ [0, T ] and y ∈ B(0,R + T − s) × Sd−1,

E (µR,T
ǫ [t, z,C]∣c1ǫ(z;C))

= E
⎛
⎝µR,T

ǫ [t−τ1ǫ (z;C)+0, Sǫ(z+τ1ǫ (z;C)T z;C);C]
Nǫ(z,t;C)

∏
k=2

1c1ǫ(z;C)/=c
k
ǫ (z;C)

∣c1ǫ(z;C)⎞⎠
= lim

η→0+
E
⎛
⎝µR,T

ǫ [t−τ1ǫ (z;C)+0, Sǫ(z+τ1ǫ (z;C)T z;C);C]

×
Nǫ(Sǫ(z+τ

1
ǫ (z;C)T z;C),t−τ1

ǫ (z;C);C)

∏
k=1

1∣c1ǫ(z;C)−ckǫ (Sǫ(z+τ1
ǫ (z;C)T z;C);C)∣>η

RRRRRRRRRRRc
1
ǫ(z;C)⎞⎠

= lim
η→0+

∑
M≥1
∫
B(0,R+T )

M−1 µ
R,T
ǫ [s+0, y;C]Nǫ(y,s;C)

∏
k=1

1∣c1ǫ(y,C)−ckǫ (y;C)∣>η

×1Nǫ(y,s;C)≤M−1ΠM−1,B(0,R+T )∖B(c1ǫ(y,C),η)
(c2, . . . , cM)dc2 . . . dcM

RRRRRRRRRRR s=t−τ1
ǫ (z;C)

y=Sǫ(z+τ1
ǫ (z;C)T z;C)

.

Now, for a.e. (s, y) such that s ∈ [0, T ] and y ∈ B(0,R + T − s) × Sd−1 and each
c1 ∈ B(0,R + T ), one has

lim
η→0+

∫
B(0,R+T )

M−1 µ
R,T
ǫ [s+0, y;C]Nǫ(y,s;C)

∏
k=1

1∣c1−ckǫ (y;C)∣>η

×1Nǫ(y,s;C)≤M−1ΠM−1,B(0,R+T )∖B(c1,η)(c2, . . . , cM)dc2 . . . dcM
= ∫

B(0,R+T )
M−1 µ

R,T
ǫ [s+0, y;C]Nǫ(y,s;C)

∏
k=1

1c1 /=ckǫ (y;C)

×1Nǫ(y,s;C)≤M−1ΠM−1,B(0,R+T )∖{c1}(c2, . . . , cM)dc2 . . . dcM
= ∫

B(0,R+T )
M−1 µ

R,T
ǫ [s+0, y;C]1Nǫ(y,s;C)≤M−1ΠM−1,B(0,R+T )(c2, . . . , cM)dc2 . . . dcM

= E(µR,T
ǫ [s+0, y;C]) = GR,T

ǫ (s + 0, y, ⋅) .
(To prove the three equalities above, we proceed as follows. The monotone con-
vergence theorem implies the first equality. Then, the second and third equalities
follow from the fact that

ΠM−1,B(0,R+T )∖{c1}(c2, . . . , cM) = ΠM−1,B(0,R+T )(c2, . . . , cM)
for all c1 ∈ B(0,R + T ), as can be seen from (6) since {c1} has measure 0, while

∫
B(0,R+T−s)×Sd−1

µR,T
ǫ [s+0, y;C]dy ≤ 1

since 0 ≤ µR,T
ǫ [s+0, y;C] ≤ δ(y −Zǫ(s + 0, y;C)) according to (25), and

ckǫ (y;C) ∈ {c2, . . . , cM} for k = 1, . . . ,Nǫ(y, s;C)
Ô⇒

M−1

∏
k=1

1c1/=ck ≤
Nǫ(y,s;C)

∏
k=1

1c1/=ckǫ (y;C)
≤ 1 .
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Therefore

∫
T

0
∫
B(0,R+T−s)×Sd−1

∫
B(0,R+T )

M−1 µ
R,T
ǫ [s+0, y;C]⎛⎝1 −

Nǫ(y,s;C)

∏
k=1

1c1/=ckǫ (y;C)

⎞
⎠

×1Nǫ(y,s;C)≤M−1ΠM−1,B(0,R+T )(c2, . . . , cM)dc2 . . . dcMdyds

≤ ∫
B(0,R+T )

M−1 (1 − M

∏
m=2

1c1/=cm)ΠM−1,B(0,R+T )(c2, . . . , cM)dc2 . . . dcM
×∫

T

0
∫
B(0,R+T−s)×Sd−1

µR,T
ǫ [s+0, y;C]dyds

≤ T ∫
B(0,R+T )

M−1 (1 − M

∏
m=2

1c1/=cm)ΠM−1,B(0,R+T )(c2, . . . , cM)dc2 . . . dcM = 0 ,
where the last equality follows from the formula (6) since

M

∏
m=2

1c1/=cm = 1 for a.e. (c2, . . . , cM) ∈Rd(M−1) .

Hence

∫
B(0,R+T )

M−1 µ
R,T
ǫ [s+0, y;C]⎛⎝1 −

Nǫ(y,s;C)

∏
k=1

1c1/=ckǫ (y;C)

⎞
⎠

×1Nǫ(y,s;C)≤M−1ΠM−1,B(0,R+T )(c2, . . . , cM)dc2 . . . dcM = 0
for a.e. (s, y) such that s ∈ [0, T ] and y ∈ B(0,R + T − s) × Sd−1, since the integral
of this nonnegative quantity in (s, y) is equal to 0.)

Hence, by monotone convergence in the series above,

E (µR,T
ǫ [t, z,C]∣c1ǫ(z;C))

= E
⎛
⎝µR,T

ǫ [t−τ1ǫ (z;C)+0, Sǫ(z+τ1ǫ (z;C)T z;C);C]
Nǫ(z,t;C)

∏
k=2

1c1ǫ(z;C)/=c
k
ǫ (z;C)

∣c1ǫ(z;C)⎞⎠
= E
⎛
⎝Sǫ(I+τ1ǫ (⋅;C)T ;C)#µR,T

ǫ [t−τ1ǫ (z;C)+0, z;C);C]

×
Nǫ(Sǫ(z+τ

1
ǫ (z;C)T z;C),t−τ1

ǫ (z;C);C)

∏
k=1

1c1ǫ(z;C)/=c
k
ǫ (Sǫ(z+τ1

ǫ (z;C)T z;C);C)

RRRRRRRRRRRc
1
ǫ(z;C)⎞⎠

= GR,T
ǫ (t−τ1ǫ (z;C)+0, Sǫ(z+τ1ǫ (z;C)T z;C), ⋅) .

At this point, we have proved that the contribution of exclusion factor

Nǫ(z,t;C)

∏
k=2

1c1ǫ(z;C)/=c
k
ǫ (z;C)

,

is indeed of negligible statistical weight as ǫ→ 0.

Therefore, we conclude from (32) that

(34)
J2 =E (1τ1

ǫ (z;C)≤t
E (µR,T

ǫ [t, z,C]∣c1ǫ(z;C)))
=E(GR,T

ǫ (t−τ1ǫ (z;C)+0, Sǫ(z+τ1ǫ (z;C)T z;C), ⋅)) .
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7.2. Averaging over the first obstacle. To compute this expectation, we first
need the distribution of c1ǫ(z;C). Observe that

c1ǫ(z;C) = x + τ1ǫ (z;C)v + ǫ√1 − ∣h∣2v − ǫh , with h ⊥ v and ∣h∣ ≤ 1 .
In the literature on kinetic models, the length of the vector h ∈ Bd−1 is usually
referred to as the impact parameter. Hence

distribution of c1ǫ(z;C) =distribution of τ1ǫ (z;C)⊗ uniform distribution on Bd−1

=σe−σtdt⊗ uniform distribution on Bd−1 .

Recall that

Sǫ(x + τ1ǫ (z;C)v, v;C)

= (x + τ1ǫ (z;C)v, v − 2 (v ⋅ x+τ1
ǫ (z;C)v−cǫ(x+τ

1
ǫ (z;C)v)

ǫ
) x+τ1

ǫ (z;C)v−cǫ(x+τ
1
ǫ (z;C)v)

ǫ
)

= (x + τ1ǫ (z;C)v,(1 − 2√1 − ∣h∣2)v + 2√1 − ∣h∣2h) .
Hence, denoting by u the uniform probability measure on Bd,

(35) J2 = ∫
t

0
∫
Bd−1

σe−στGR,T
ǫ (t−τ+0,S[τ, h]z, ⋅)u(dh)dτ ,

where

(36) S[τ, h](x, v) = (x + τv, (2∣h∣2 − 1) v + 2√1 − ∣h∣2h) .
Equivalently

S[τ, h](x, v) = (x + τv,R[ν]v)) ,
with

R[ν]w ∶= w − 2(w ⋅ ν)ν and ν ∶= h −√1 − ∣h∣2v ∈ Sd−1 .

In other words,

ν =
x + τ1ǫ (z;C)v − c1ǫ(z;C)

ǫ

i.e. ν is the unit inward normal vector of ∂Ωǫ(C) at x+τ1ǫ (z;C)v (the first collision
point). In particular, S[τ, h] is invertible, and

S[τ, h]−1(y,w) = (y − τR[ν]w,R[ν]w) .
In terms of the normal field ν instead of the impact parameter h, one has

(37) J2 =
1

∣Bd−1∣ ∫
t

0
∫
Sd−1

σe−στGR,T
ǫ (t−τ+0, x + τv,R[ν]v, ⋅)(v ⋅ ν)−dνdτ .

8. The Integral Equation for the Green Function

Thus, the equality

GR,T
ǫ (t, z, ⋅) = J1 + J2

can be recast as
(38)

GR,T
ǫ (t, z, ⋅) − ∫ t

0
∫
Bd−1

σe−στGR,T
ǫ (t−τ+0,S[τ, h]z, ⋅)u(dh)dτ = J1 → e−σtδz+tT z

in total variation as ǫ→ 0+, for z = (x, v) with ∣x∣ + t ≤ R + T and t ∈ [0, T ].
Next we pass to the limit as ǫ→ 0 in the left hand side of (38).
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By construction, GR,T
ǫ (t, z, ⋅) ≥ 0 and supp(GR,T

ǫ (t − s, z, ⋅)) ⊂ B(0,R + t) × Sd−1

for 0 ≤ s < t ≤ T and z ∈ B(0,R + s) × Sd−1, and

∫
Rd×Sd−1

GR,T
ǫ (t, z, dζ) = E (1C∈C(ǫ,R+T )Λǫ(1,Nǫ(z, t;C); z;C)) ≤ 1 .

Let

(39) K(R,T ) ∶= {(t, x, v) ∈ [0, T ] ×Rd × Sd−1 s.t. ∣x∣ ≤ R + t} ,
and let ΓR,T ≥ 0 be a weak-* limit point of the family GR,T

ǫ in the space of Radon

measures on K(R,T ) × (B(0,R + T ) × Sd−1).
For each g ∈ C(K(R,T )) and each φ ∈ C(B(0,R + T ) × Sd−1), one has

(40) ⟨⟨ΓR,T , g ⊗ φ⟩⟩ = ∫
K(R,T )

e−σtg(t, z)φ(z + tT z)dzdt + ⟨⟨ΓR,T ,Σg ⊗ φ⟩⟩ ,
where

g ⊗ φ(t, z, ζ) = g(t, z)φ(ζ) ,
and

Σg(t, z) ∶= ∫ T

t
∫
∣h∣≤1

σe−σ(s−t)g̃(s,S(s−t, h)−1z)u(dh)dt ,
and where g̃ denotes the extension of g by 0 in [0, T ] ×Rd × Sd−1 ∖K(R,T ).

Choosing φ ≡ 1 in the identity above shows that, for each g ∈ C(K(R,T ), the
measure m defined by ⟨m,g⟩ ∶= ⟨ΓR,T (t, z, ⋅), g ⊗ 1⟩
satisfies ⟨m,g⟩ = ∫

K(R,T )
e−σtg(t, z)dzdt + ⟨m,Σg⟩ .

In other words, m solves the Cauchy problem⎧⎪⎪⎪⎨⎪⎪⎪⎩
(∂t − v ⋅ ∇x + σ)m(t, x, v) = σ

2∣Bd−1∣ ∫
Sd−1

m(t, x, v − 2(v ⋅ ν)ν)∣v ⋅ ν∣dν ,
m∣

t=0
= 1 ,

whose only solution is the measure with density (abusively) denoted

m(t, z) = 1 , for a.e. (t, z) ∈ [0, T ] .
Thus (t, z) ↦ ΓR,T is a measurable function on K(R,T ) with values in the set of

Borel probability measures on B(0,R + T ) such that

(41)

⟨ΓR,T (t, z, ⋅), φ⟩ =e−σtφ(z + tT z)
+ ∫

t

0
σe−σ(t−s) ∫

∣h∣≤1
⟨ΓR,T (s,S(t − s, h)z, ⋅), φ⟩u(dh)ds

for each φ ∈ C(B(0,R + T )). In other words, ΓR,T (t, z, dζ) is the measure-valued
solution of the Cauchy problem
(42)⎧⎪⎪⎪⎨⎪⎪⎪⎩
(∂t − v ⋅ ∇x + σ)ΓR,T (t, x, v, ⋅) = σ

2∣Bd−1∣ ∫
Sd−1

ΓR,T (t, x, v − 2(v ⋅ ν)ν, ⋅))∣v ⋅ ν∣dν ,
ΓR,T (0, z, ⋅) = δz .

By the uniqueness of the solution of the Cauchy problem for the linear Boltzmann
equation, one concludes that GR,T

ǫ → ΓR,T as ǫ→ 0 in the space of Radon measures

on K(R,T ) ×B(0,R + T ) for the weak-* topology.
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9. Passing to the Limit in fǫ

We have seen that, if 0 ≤ f in ∈ C(Rd × Sd−1) with supp(f in) ⊂ B(0,R) × Sd−1

and C ∈ C(ǫ,R+T ), then, for each t ∈ [0, T ] and each z ∈ Zǫ(C)∩ (B(0,R)×Sd−1),
one has

fǫ(t,Zǫ(t, z;C);C) = f in(z) .
Thus, for each 0 ≤ φ ∈ C(B(0,R + T ) × Sd−1), one has

∫
Rd×Sd−1

φ(z)E (fǫ(t, z,C)1z∈Zǫ(C)
)dz

≥ ∫
Rd×Sd−1

∫
C(ǫ,R+T )

fǫ(t, z;C)φ(z)1z∈Zǫ(C)
P(dC)dz

= ∫
Rd×Sd−1

∫
C(ǫ,R+T )

fǫ(t,Zǫ(t, z;C);C)φ(Zǫ(t, z;C))1z∈Zǫ(C)
P(dC)dz

= ∫
Rd×Sd−1

f in(z)∫
C(ǫ,R+T )

φ(Zǫ(t, z;C))1z∈Zǫ(C)
P(dC)dz

≥ ∫
Rd×Sd−1

f in(z)∫
C(ǫ,R+T )

φ(Zǫ(t, z;C))1z∈Zǫ(C)
Λǫ(1,Nǫ(z, t;C); z;C)P(dC)dz

= ∫
Rd×Sd−1

f in(z)∫
Rd×Sd−1

φ(ζ)GR,T
ǫ (t, z, dζ)dz .

(This inequality is equivalent to (27), already observed when defining the filtered
Green function.)

By the maximum principle (4) for initial boundary value problem for the trans-
port equation on a domain with piecewise C1 boundary, one has

0 ≤ fǫ(t, z,C) ≤ ∥f in∥L∞(Rd×Sd−1) for a.e. z ∈Rd × Sd−1 ,

for all t ≥ 0 if C ∉ N . Thus, for all t ≥ 0, one has

0 ≤ E (fǫ(t, z,C)1z∈Zǫ(C)
) ≤ ∥f in∥L∞(Rd×Sd−1) for a.e. z ∈Rd × Sd−1 .

By the Banach-Alaoglu theorem, let F be a limit point of E (fǫ(t, z,C)1z∈Zǫ(C)
)

in L∞([0,∞)×Rd ×Sd−1). Passing to the limit in the inequality above shows that

∫
Rd×Sd−1

φ(z)F (t, z)dz ≥ ∫
Rd×Sd−1

f in(z)∫
Rd×Sd−1

φ(ζ)ΓR,T (t, z, dζ)dz ,
so that

(43) F (t, ⋅) ≥ ∫
Rd×Sd−1

f in(y)ΓR,T (t, y, ⋅)dy .
We shall prove the converse inequality by an elementary squeezing argument based
on the conservation of total mass for the Lorentz kinetic equation.

Indeed, one has on the other hand

∫
Rd×Sd−1

fǫ(t, z;C)1z∈Zǫ(C)×Sd−1dz =∫
Rd×Sd−1

f in(z)1
z∈Zǫ(C)×Sd−1dz

≤∫
Rd×Sd−1

f in(z)dz ,
so that

∫
Rd×Sd−1

E (fǫ(t, z;C)1z∈Zǫ(C)×Sd−1)dz ≤ ∫
Rd×Sd−1

f in(z)dz ,
and therefore

(44) ∫
Rd×Sd−1

F (t, z)dz ≤ ∫
Rd×Sd−1

f in(z)dz .
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Since we have seen that

∫
B(0,R+T )×Sd−1

ΓR,T (t, y, dζ) = 1
for a.e. (t, y) ∈ K(R,T ) (which is precisely the conservation of total mass for (42)),
we conclude from (43) and (44) that

F (t, ⋅) = ∫
Rd×Sd−1

f in(y)ΓR,T (t, y, ⋅)dy .
By compactness of E (fǫ(t, z,C)1z∈Zǫ(C)

) in L∞([0,∞) ×Rd × Sd−1) weak-* and

uniqueness of its limit point as ǫ → 0,

E (fǫ(t, z,C)1z∈Zǫ(C)
) → F

in L∞([0,∞) ×Rd × Sd−1) weak-* as ǫ→ 0.

Finally, by linearity of the equation in (42), we conclude that F is the solution
to the Cauchy problem for the linear Boltzmann equation

(45)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(∂t + v ⋅ ∇x + σ)F (t, x, v) = σ

2∣Bd−1∣ ∫
Sd−1

F (t, x, v − 2(v ⋅ ν)ν)∣v ⋅ ν∣dν ,
F (0, x, v) = f in(x, v) ,

which concludes the proof of Gallavotti’s theorem.
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Scient. École Normale Sup. (4) 3 (1970), 185–233
[3] Boldrighini, C., Bunimovich, L.A., Sinai, Ya. G., On the Boltzmann Equation for the Lorentz

Gas, J. Stat. Phys. 32 (1983), 477–501
[4] Cercignani, C., Illner, R., Pulvirenti, M., “The Mathematical Theory of Dilute Gases”.

Springer Science+Business Media, New York, 1994.
[5] Daley, D.J., Vere-Jones, D., “An Introduction to the Theory of Point Processes. Vol. I:

Elementary Theory and Methods”. 2nd ed. Springer-Verlag, New York, Berlin, Heidelberg,
2003

[6] Gallagher, I., Saint-Raymond, L., Texier, B., “From Newton to Boltzmann: Hard Spheres
and Short-range Potentials”. Zurich Lectures in Advanced Mathematics. European Math.
Soc., 2013

[7] Gallavotti, G., Divergences and the Approach to Equilibrium in the Lorentz and the Wind-

Tree Models. Phys. Rev. 185 (1969), 308–322
[8] Gallavotti, G., Rigorous theory of the Boltzmann equation in the Lorentz gas. Nota Interna

No. 358, Istituto di Fisica, Università di Roma (1972).
[9] Gallavotti, G., “Statistical Mechanics: a Short Treatise”, Appendix 1.A.2, pp. 48–55.

Springer, Berlin, Heidelberg, 1999
[10] Glassey, R.T., “The Cauchy Problem in Kinetic Theory”. SIAM, Philadelphia 1996.



18 F. GOLSE

[11] Glassey, R.T., Strauss, W.A., Singularity formation in a collisionless plasma could occur

only at high velocities. Arch. Rational Mech. Anal. 92 (1986), 59–90
[12] Grad, H., Principles of the Kinetic Theory of Gases, in “Handbuch der Physik Band
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