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MEAN-FIELD LIMITS IN STATISTICAL DYNAMICS

FRANÇOIS GOLSE

Abstract. These lectures notes are aimed at introducing the reader to some
recent mathematical tools and results for the mean-field limit in statistical dy-
namics. As a warm-up, lecture 1 reviews the approach to the mean-field limit
in classical mechanics following the ideas of W. Braun, K. Hepp and R.L. Do-
brushin, based on the notions of phase space empirical measures, Klimontovich
solutions and Monge-Kantorovich-Wasserstein distances between probability
measures. Lecture 2 discusses an analogue of the notion of Klimontovich so-
lution in quantum dynamics, and explains how this notion appears in Pickl’s
method to handle the case of interaction potentials with a Coulomb type sin-
gularity at the origin. Finally, lecture 3 explains how the mean-field and the
classical limits can be taken jointly on quantum N-particle dynamics, leading
to the Vlasov equation. These lectures are based on a series of joint works
with C. Mouhot and T. Paul.

Introduction: What is a Mean-Field Dynamics?

Consider a system of N perfectly identical point particles, subject to pairwise
interactions. We shall be concerned with the case where N ≫ 1. For instance, in the
case of an ideal gas, a volume of 22.4 ⋅10−3m3 contains NA ≃ 6.02 ⋅1023 (Avogrado’s
constant) gas molecules at the atmospheric pressure 101.3kPa at the temperature
of 0○C = 273.1K.

The evolution of such a system can be described either

(a) by the system of motion equations (Newton’s second law of motion) satisfied
by each particle, or
(b) by the motion equation for the “typical particle” driven by its collective inter-
action with all the other particles.

The description of such a large particle system following the procedure outlined
in (b) is usually referred to as the “mean-field approximation” for the N -particle
dynamics.

The advantages and drawbacks of each description can be summarized as follows:
(a) is perfect in theory, but unfeasible in practice, since it involves observing initial
data in a phase space of very high dimension (6N components for the positions and
momenta in the case N point particles in the three-dimensional Euclidean space),
not to mention the resolution of a coupled system of 6N differential equations;
(b) is only an approximation, but is set on a phase space of relatively low (at least
fixed and independent of N) dimension, specifically 6 instead of 6N .

This obviously suggests the mathematical problem of justifying rigorously the
mean-field approximation (b) starting from (a) as a first principle. Obviously, it
would be desirable to obtain a convergence rate as the particle number N →∞, in
order to have an idea of the precision of the mean-field description.

There are numerous examples of mean-field equations in physics, such as
1
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(i) the Vlasov-Poisson or Vlasov-Maxwell systems used in the modeling of collision-
less plasmas or ionized gases [21], or
(ii) the Hartree or Hartree-Fock equations used in quantum chemistry ab initio
computations [49, 15].

More recently, various mean-field theories have been proposed to describe the
motion of living agents (such as the Vicsek, or Cucker-Smale models used to describe
flocking or swarming). In the present lectures, we shall mostly focus on well-
known models studied in mathematical physics, but the reader should be aware
that the ideas presented here could also be used in different contexts. For the same
reason, our list of references will be very incomplete as regards these relatively new
applications of the mean-field theory.

Outline

The purpose of these lecture notes is to introduce some new methods to han-
dle the mean-field and classical limits in quantum mechanics. As a warm-up, we
begin with Dobrushin’s convergence rate estimate for the mean-field limit in clas-
sical mechanics, assuming that the interaction force field is bounded and Lipschitz
continuous (see [16]). One of the most innovative features in Dobrushin’s bound
is the use of optimal transport distances, specifically the Wasserstein metric of ex-
ponent 1 — also referred to as the Monge-Kantorovich(-Rubinstein) metric: see
chapter 7 in [50] for a complete presentation of Wasserstein distances. Another
key feature of Dobrushin’s estimate is the notion of Klimontovich solution (of the
Vlasov equation). Specifically, the phase space empirical measure for a N -tuple of
identical point particles is a weak solution of the Vlasov equation if and only if the
N particles evolve according to Newton’s second law of motion.

With Dobrushin’s work as a motivation, the following objects have been defined
in the past decade to handle the analogous problems in quantum mechanics:

(a) an analogue of the Wasserstein distance of exponent 2 for comparing a quan-
tum density operator to a classical probability density, or two quantum density
operators, and
(b) a quantum analogue of Klimontovich solutions in quantum mechanics.

Lectures 2 and 3 discuss both the mean-field and the classical limits for the
quantum N -body problem by means of the mathematical tools defined in (a)-(b).
We have deliberately chosen to ignore the “historic” approach of the quantum mean-
field limit, involving BBGKY hierarchies. One of the drawbacks of the BBGKY
hierarchy approach is the lack of uniformity in the semiclassical regime. Since
this is one of our main interests in this course, we have decided not to include a
presentation of the BBGKY hierarchy approach. The interested reader can find a
rather detailed presentation of the fundamental mathematical techniques pertaining
to the BBGKY hierarchy approach in [22].

Table of Contents

Lecture 1: From Newton to Vlasov (mean-field limit in classical mechanics)

Lecture 2: From Schrödinger to Hartree (mean-field limit in quantum mechanics)

Lecture 3: Mean-field and classical limits in quantum mechanics
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1. Lecture 1: From Newton to Vlasov
(Mean-Field Limit in Classical Mechanics)

1.1. The N-Body Problem in Classical Mechanics. Consider a system of N
identical point particles of mass m moving in the spatial domain Rd, subject to a
pairwise interaction potential V ≡ V (z) ∈R.

Let us write Newton’s second law of motion for the jth particle:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

mẋj = ξj ,
j = 1, . . . ,N ,

ξ̇j =
N

∑
k=1
k/=j

−∇V (xj − xk) .

Here xj ∈ Rd and ξj ∈ Rd are respectively the position and momentum of the

jth particle. The notation ż(t) designates the time derivative dz
dt
(t), as usual in

rational mechanics. Thus the first equation above is the kinematic definition of the
momentum of the jth particle, while −∇V (xj −xk) is the force exerted by the k-th
particle at the position xk on the jth particle at the position xj .

For instance, the interaction potential V could be the repulsive Coulomb po-
tential between particles with the same electric charge (in the context of plasma
physics), or the attractive gravitational potential (in the context of astronomy). In
both examples, the interaction potential V ≡ V (z) is singular at z = 0.

For the sake of mathematical simplicity, we shall assume that the interaction
potential V satisfies the following conditions:

Assumptions on V

(H1) V (z) = V (−z) for all z ∈Rd ,

(H2) V ∈ C1(Rd) , and ∇V ∈ L∞(Rd) ∩ Lip(Rd) .
Assumption (H1) corresponds to Newton’s 3rd law: if the jth and the kth particles
interact via the potential V , the force −∇V (xj − xk) exerted on the jth particle
by the kth particle is the opposite of the force −∇V (xk − xj) exerted by the jth
particle on the kth particle.

Henceforth, we systematically use the following notation to designate the N -
tuple of positions and momenta of the N particles:

XN ∶= (x1, . . . , xN ) ∈RdN , and ΞN ∶= (ξ1, . . . , ξN ) ∈RdN .

By the Cauchy-Lipschitz theorem, for each N -tuple of initial positions X in
N ∈ RdN

and momenta ΞinN ∈RdN , the differential system above has a unique solution

(1) t ↦ Φ(t,X in
N ,Ξ

in
N ) = (XN(t),ΞN(t))

passing through (X in
N ,Ξ

in
N ) at time t = 0 and defined for all t ∈R.

1.2. Mean Field Scaling. Define scaled time t̂, position x̂j and momentum ξ̂j for
the jth particle by the formulas

t̂ = t/N , x̂j(t̂) = xj(t) , ξ̂j(t̂) = ξj(t) .
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In terms of these new dynamical quantities and time variable, the motion equations
take the form

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

mN
dx̂j

dt̂
= ξ̂j ,

j = 1, . . . ,N ,

N
dξ̂j

dt̂
=

N

∑
k=1
k/=j

−∇V (x̂j − x̂k) ,

At this point, we assume that the total mass of the N -particle system is finite —
in other words that the mass of each particle is of order 1/N :

Nm = 1 .
Therefore, after dropping hats on all variables, and reverting to the original

notation ż(t) to designate the time derivative of z(t), our starting point is the
scaled system of Newton’s second laws of motion for each particle:

(2)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋj = ξj ,
j = 1, . . . ,N ,

ξ̇j = 1

N

N

∑
k=1
k/=j

−∇V (xj − xk) .

1.3. Vlasov Equation. Our target equation, on the other hand, is the mean-field
motion equation in classical mechanics, henceforth designated in general as the
Vlasov equation (although the original Vlasov equation was written specifically for
electrons in a plasma [51]).

The unknown of the Vlasov equation is a single-particle phase space number
density f ≡ f(t, x, v), the number density of particles at the position x ∈ Rd with
momentum ξ ∈ Rd at time t. For each t, the function (x, ξ) ↦ f(t, x, ξ) is a
probability density on Rd ×Rd. More generally, one could think of f as a time-
dependent Borel probability on the single-particle phase space Rd ×Rd, in which
case we shall write it as f(t, dxdξ).

The Vlasov equation for f takes the form

(∂t + ξ ⋅ ∇x)f −∇xVf ⋅ ∇ξf = 0 , x, ξ ∈Rd ,

where Vf ≡ Vf (t, x) is the mean-field potential defined by the following formula

Vf(t, x) ∶=∬
Rd×Rd

V (x − y)f(t, dydη) = (V ⋆ f(t, ⋅))(x) , x ∈Rd .

In other words, one can think of (x, ξ) as the position and momentum of the
typical particle. The method of characteristics for the Vlasov equation tells us that

f(t, x(t), ξ(t)) = Const. ,
where t↦ (x(t), ξ(t)) is a solution of the differential system

⎧⎪⎪⎨⎪⎪⎩
ẋ(t) = ξ(t) ,
ξ̇(t) = −∇xVf(t, x(t)) .

In other words, the probability density f is pushed forward by the flow of the
differential system involving the mean-field potential, the self-consistent potential
defined by f itself.
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Henceforth, the set of Borel probability measures on Rn is denoted P(Rn), and
for each k > 0, we denote by Pk(Rn) the set of Borel probability measures with
finite k-th order moment on Rn, i.e.

µ ∈ Pk(Rn) ⇐⇒ µ ∈ P(Rn) and ∫
Rn
∣x∣kµ(dx) <∞ .

The following existence and uniqueness result for the Vlasov equation is easy to
prove (the proof is a simple variant of the proof of the Cauchy-Lipschitz theorem,
and is left to the reader).

Theorem 1.1. For each initial data f in ∈ P1(R2d), there exists a unique weak
solution f ∈ C([0,+∞);w −P(R2d)) of the Vlasov equation such that f ∣

t=0 = f in.
(Here, the notation w−P(Rn) designates the set P(Rn) equipped with its weak

topology.)

1.4. Empirical Measure and Klimontovich Solutions. Consider a system of
N identical particles with positions and momenta x1, ξ1, . . . , xn, ξN ∈ Rd. The N -
particle phase space empirical measure of this particle system is

µ(XN ,ΞN) ∶=
1

N

N

∑
k=1

δxk,ξk ∈ P(Rd ×Rd) .
In other words, the N -particle phase space empirical measure is a symmetric func-
tion of the N -tuple of positions and momenta of the particles with values in the set
of probability measures on the single-particle phase space.

Theorem 1.2 (Klimontovich). The two conditions below are equivalent

(a) the vector-valued function R ∋ t ↦ (XN ,ΞN )(t) ∈R2dN is a solution of Newton’s
differential system of motion equations, and
(b) the measure-valued function R ∋ t ↦ µ(XN ,ΞN)(t) ∈ P(R2d) is weak solution of
the Vlasov equation that is weakly continuous in time.

Proof. Since V ∈ C1(Rd) (by (H2)) and V is even (by (H1)), then ∇V is odd, so
that ∇V (0) = 0. Therefore

1

N

N

∑
k=1
k/=j

∇V (xj(t) − xk(t)) = 1

N

N

∑
k=1
∇V (xj(t) − xk(t))

= ∫
R2d
∇V (xj(t) − z)µ(XN ,ΞN)(t)(dzdζ)

Thus Newton’s second law of motion for the jth particle is the defining differ-
ential system for the characteristic curves of the Vlasov equation, localized at(xj(t), ξj(t)). This observation and the method of characteristics immediately
imply the announced result. �

Therefore, let f in be a probability density on Rd ×Rd, and choose a N -tuple of
positions X in

N and momenta ΞinN so that

µ(Xin
N
,Ξin
N
) → f in

weakly in P(R2d) as N → ∞. Denoting by Φ(t, ⋅) the flow generated by the sys-
tem of Newton’s motion equations, Klimontovich’s theorem reduces the question of
whether

µΦ(t/N,Xin
N
,Ξin
N
) → f(t)
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weakly in P(R2d) as N → ∞ for each t ≥ 0 to the continuous dependence of the
solution of the Vlasov equation in terms of its initial data for the weak topology of
probability measures. This has been observed by Braun and Hepp in [14].

1.5. Wasserstein Distances. In his remarkable paper [16], Dobrushin has im-
proved the weak compactness argument used in [14] (see also [43] for a first ap-
proach to the same problem), and obtained a convergence rate formulated in terms
of the Wasserstein distance of exponent one. Before stating Dobrushin’s result, we
first recall some basic facts on Wasserstein distances. The books [50, 1] are excellent
references for a more detailed study of these distances.

Definition 1.3 (Couplings of probability measures). For each pair µ, ν ∈ P(Rn),
a coupling of µ and ν is a probability measure π ∈ P(Rn ×Rn) such that

∬
Rn×Rn

(φ(x) + ψ(y))σ(dxdy) = ∫
Rn

φ(x)µ(dx) +∫
Rn

ψ(y)ν(dy)
The set of couplings of µ, ν will be henceforth denoted C(µ, ν); it is an easy

exercise (left to the reader) to check that

µ, ν ∈ Pp(Rn) Ô⇒ C(µ, ν) ⊂ Pp(Rn ×Rn)
(In the literature on optimal transport, couplings are very often referred to as
“transport plans”.)

Definition 1.4 (Monge-Kantorovich or Wasserstein Distances). Let p ∈ [1,∞); for
each µ, ν ∈ Pp(Rn), the Monge-Kantorovich, or Wasserstein distance of exponent
p between µ and ν is

distMK,p(µ, ν) = inf
π∈C(µ,ν)

(∬
Rn×Rn

∣x − y∣pπ(dxdy))1/p
A fundamental result on these distances is the following formula, which is a

special case of Monge-Kantorovich duality (see Theorem 1.3 in chapter 1 of [50]):

distMK,p(µ, ν)p = sup
φ(x)+ψ(y)≤∣x−y∣p

φ,ψ∈Cb(R
n)

(∫
Rn

φ(x)µ(dx) + ∫
Rn

ψ(x)ν(dx)) .
In particular

distMK,1(µ, ν) = sup
Lip(φ)≤1
φ∈Cb(R

n)

∣∫
Rn

φ(z)µ(dz)−∫
Rn

φ(z)ν(dz)∣
(this is the Kantorovich-Rubinstein theorem, stated as Theorem 1.14 in [50]).

1.6. Dobrushin’s Inequality. Let us return to the derivation of the Vlasov equa-
tion from the system of Newton’s second law of motion written for each particle.

Theorem 1.5 (Dobrushin’s inequality). Assume that V satisfies (H1)-(H2). Let
f in ∈ P1(R2d), and let f be the (weak) solution of the Vlasov equation with initial
data f in. Let t↦ (XN ,ΞN)(t) be the solution of Newton’s scaled differential system
(??) with initial data (X in

N ,Ξ
in
N ). Then, for each t ≥ 0,

distMK,1(µ(XN ,ΞN)(t), f(t, ⋅)) ≤ distMK,1(µ(Xin
N
,Ξin
N
), f

in)et+2Lip(∇V )t .
The proof of Dobrushin’s inequality is important to understand how the Monge-

Kantorovich-Wasserstein distances can be used in the analysis of PDEs, and we
shall present it in detail.
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Proof. Of course, there is nothing special with the choice of an empirical measure
as one of the Vlasov solutions. Therefore, let f in and gin ∈ P1(R2d), and let f and
g be the solutions of the Vlasov equation

∂tf + { 12 ∣ξ∣2 + Vf (t, x), f}= 0 , f ∣
t=0 = f in ,

∂tg + { 12 ∣η∣2 + Vg(t, y), g} = 0 , g∣
t=0 = gin .

We have used here the notion of Poisson bracket, which is classical in rational
mechanics, and whose definition is recalled below:

{φ,ψ}(z, ζ) ∶= ∇ζφ(z, ζ) ⋅ ∇zψ(z, ζ) −∇zφ(z, ζ) ⋅ ∇ζψ(z, ζ) ,
for all φ,ψ ∈ C1(Rn

z ×R
n
ζ ).

Step 1: propagation of 1st order moment. Since we seek to estimate the Wasserstein
distance of exponent 1 between two solutions of the Vlasov equation, we first prove
that these solutions have finite first order moments for all times.

Lemma 1.6. The weak solution f ∈ C([0,+∞),w −P(R2d)) satisfies
M1(t) ∶= ∫

R2d
(∣x∣+∣ξ∣)f(t, dxdξ) ≤M1(0)et(max(1,Lip(∇V ))+Lip(∇V ))

for all t ≥ 0.
Proof of Lemma 1.6. Multiplying both sides of the Vlasov equation by ∣x∣+ ∣ξ∣, and
integrating by parts shows that

Ṁ1(t) = ∫
R2d
{ 1
2
∣ξ∣2+Vf(t, x), ∣x∣+∣ξ∣}f(t, dxdξ)

= ∫
R2d
(ξ ⋅ x∣x∣−∇Vf(t, x)⋅ ξ∣ξ∣)f(t, dxdξ)

≤ ∫
R2d
(∣ξ∣ + ∣∇Vf (t, x)∣)f(t, dxdξ) .

Observe that ∣∇xVf(t, x) −∇xVf (t,0)∣
≤ ∫

R2d
∣∇V (x − z) −∇V (−z))∣f(t, dzdζ) ≤ Lip(∇V )∣x∣ ,

since f(t, ⋅, ⋅) is a probability measure, while

∇V (0) = 0 Ô⇒ ∣∇xVf(t,0)∣ ≤ ∫
R2d
∣∇V (−z)∣f(t, dzdζ)

≤ Lip(∇V )∫
R2d
∣z∣f(t, dzdζ) ≤ Lip(∇V )M1(t) .

Hence

Ṁ1(t) ≤ ∫
R2d
(∣ξ∣ + Lip(∇V )(∣x∣ +M1(t)))f(t, dxdξ)
≤ (max(1,Lip(∇V )) + Lip(∇V ))M1(t) ,

and the sought inequality follows from Gronwall’s lemma. �

Step 2: propagation of couplings. Let hin ∈ C(f in, gin); we seek to construct an
element of C(f(t), g(t)) for all t ≥ 0. One way of doing this (by no means the only
one) is provided by the following lemma.
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Lemma 1.7. Let h be the weak solution of the Liouville equation in R2d
x,ξ ×R

2d
y,η

∂th + { 12 ∣ξ∣2 + 1
2
∣η∣2 + Vf(t, x) + Vg(t, y), h} = 0 , h∣

t=0 = hin ,
where hin ∈ C(f in, gin). The Poisson bracket used here corresponds to choosing
n = 2d, with z = (x, y) and ζ = (ξ, η). Then

hin ∈ C(f in, gin) Ô⇒ h(t) ∈ C(f(t), g(t)) for each t ≥ 0 .
Proof of Lemma 1.7. For each φ ∈ C1

c (R2d), one has

d

dt
∫
R4d

φ(x, ξ)h(t, dxdξdydη)
= ∫

R4d
{ 1
2
∣ξ∣2 + 1

2
∣η∣2 + Vf(t, x) + Vg(t, y), φ(x, ξ)}h(t, dxdξdydη)
= ∫

R4d
{ 1
2
∣ξ∣2 + Vf (t, x), φ(x, ξ)}h(t, dxdξdydη) .

By uniqueness of the solution of the Liouville equation with initial data f in with
Hamiltonian

1
2
∣ξ∣2 + Vf (t, x) ,

this implies that the first marginal of h(t) is
∫
R2d

h(t)dydη = f(t) .
�

Step 3: growth of the Monge-Kantorovich distance. With h defined in Step 2,
consider the quantity

D(t) ∶= ∫
R4d
(∣x − y∣ + ∣ξ − η∣)h(t, dxdξdydη) .

Then

Ḋ(t) = ∫
R4d

B(t, x, ξ, y, η)h(t, dxdξdydη) ,
with

B(t, x, ξ, y, η)={ 1
2
∣ξ∣2+ 1

2
∣η∣2+Vf(t, x)+Vg(t, y), ∣x−y∣+∣ξ−η∣}

=(ξ − η) ⋅ x−y∣x−y∣−(∇xVf (t, x)−∇yVg(t, y)) ⋅ ξ−η∣ξ−η∣

≤∣ξ − η∣ + ∣∇xVf (t, x)−∇yVg(t, y)∣ .
Now ∣∇xVf(t, x)−∇yVg(t, y)∣

≤ ∫
R2d
∣∇V (x − z)−∇V (y − z)∣f(t, dzdζ)

+ ∣∫
R2d
∇V (y − z)f(t, dzdζ)− ∫

R2d
∇V (y − z)g(t, dzdζ)∣

≤ Lip(∇V )∣x − y∣ + Lip(∇V )distMK,1(f(t), g(t)) ,
since f(t, ⋅, cdot) is a probability measure, so that

B(t, x, ξ, y, η) ≤ ∣ξ − η∣ + Lip(∇V )∣x − y∣ + Lip(∇V )distMK,1(f(t), g(t)) .
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Hence

Ḋ(t) ≤∫
R4d
(∣ξ − η∣ + Lip(∇V )∣x − y∣)h(t, dxdξdydη)

+ Lip(∇V )distMK,1(f(t), g(t)))
≤max(1,Lip(∇V ))D(t) + Lip(∇V )distMK,1(f(t), g(t))) .

By Lemma 1.7, for each t ≥ 0, one has h(t) ∈ C(f(t), g(t)), and hence

distMK,1(f(t), g(t)) ≤D(t) ,
so that

Ḋ(t) ≤ (max(1,Lip(∇V )) + Lip(∇V ))D(t) .
On the other hand, by Gronwall’s lemma,

distMK,1(f(t), g(t))) ≤D(t) ≤D(0)et(max(1,Lip(∇V ))+Lip(∇V )) .

Minimizing the last right hand side in hin ∈ C(f in, gin) implies that

distMK,1(f(t), g(t))) ≤ distMK,1(f in, gin)et(max(1,Lip(∇V ))+Lip(∇V )) .

�

1.7. Applications of Dobrushin’s Inequality to the Mean-Field Limit.

By Theorem 7.12 in chapter 7 of [50], the Monge-Kantorovich distance distMK,1

metrizes the weak topology of probability measures on P1(R2d) — see [50] for a
more precise statement, including the convergence of linearly growing test functions
at infinity. By a density argument, pick a sequence of initial position and momenta(X in

N ,Ξ
in
N ) such that

µXin
N
,Ξin
N
→ f in weakly in P(R2d)

and
1

N

N

∑
j=1
(∣xinj,N ∣ + ∣ξinj,N ∣)→ ∫

R2d
(∣x∣ + ∣ξ∣)f in(dxdξ)

as N →∞. By Theorem 7.12 in chapter 7 of [50],

distMK,1(µXin
N
,Ξin
N
, f in)→ 0 as N →∞ ,

and Dobrushin’s inequality implies that

distMK,1(µXN (t),ΞN(t), f(t))→ 0 for each t ≥ 0 as N →∞ .

This justifies the mean-field limit in classical mechanics for identical point particles
interacting via a potential V satisfying assumptions (H1)-(H2).

However, one can improve this result and obtain a quantitative statement with
a convergence rate, provided that one can estimate the speed of convergence of the
initial empirical measure µXin

N
,Ξin
N

to f in. This can be done by using quantitative

variants of the strong law of large numbers. The following bound has been obtained
by Fournier and Guillin [19].

Theorem 1.8 (Fournier-Guillin). Assume that f in ∈ Pq(R2d) with 1 < q /= 2d
2d−1

and d ≥ 3. Then

∫
R2dN

distMK,1(µ(Xin
N
,Ξin
N
), f

in) N∏
j=1

f in(dxjdξj)≤CM 1
q

q ( 1

N
1
q

+
1

N1− 1
q

) ,
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where

Mq ∶=∬
Rd×Rd

(∣x∣ + ∣ξ∣)qf in(x, ξ)dxdξ <∞ .

Using both the Dobrushin inequality and the Fournier-Guillin bound leads to
the following statement on the mean-field limit in classical mechanics.

Corollary 1.9. Let f in ∈ Pq(R2d) with 1 < q /= 2d
2d−1 and d ≥ 3, and let V satisfy

(H1)-(H2). Let f be the solution of the Vlasov equation with initial data f ∣
t=0 = f in,

and let Φ(t, ⋅) be the one-parameter flow (1). Then

∫
R2dN

distMK,1(µΦ(t/N,Xin
N
,Ξin
N
), f(t, ⋅)) N∏

j=1
f in(dxjdξj)

≤ CM1/q
q et+2Lip(∇V )t (N− 1

q +N−(1−
1
q
)) .

There are several limitations in the derivation of the Vlasov equation from the
classical N -body dynamics which are inherent to the Dobrushin approach.

First and foremost, Dobrushin’s method seems limited to Lipschitz continuous
interaction forces. This is a serious drawback, since it rules out such physically
interesting interactions as the Coulomb, or screened Coulomb, or Yukawa repulsive
potentials, as well as the Newton’s gravitational potential. The Dobrushin approach
can be modified to treat singular force fields that are less singular at the origin than
the Coulomb or gravitational forces (see [33, 34]). Another possibility is to start
from a mollified interaction at the origin, removing the regularization parameter as
N →∞ (see [39, 38]).

Another potentially annoying peculiarity of the Dobrushin approach to the jus-
tification of the mean-field limit in classical mechanics is that it uses mathematical
objects which seem particular to the classical setting, and whose extension to quan-
tum dynamics seems far from obvious (phase space empirical measures, individual
particle trajectories, Klimontovich solutions and so on).

2. Lecture 2: From Schrödinger to Hartree
(Mean-Field Limit in Quantum Mechanics)

2.1. The Quantum N-Body Dynamics. The state at time t of an N -particle
system in quantum mechanics is described by its wave function

ΨN ≡ ΨN(t, x1, . . . , xN ) ∈C ,

assumed to satisfy the normalization condition

∫
RdN
∣ΨN(t,XN)∣2dXN = 1 , with XN ∶= (x1, . . . , xN ) .

We recall that ∣ΨN(t,XN)∣2dXN should be thought of as the joint probability
of finding particle 1 in an infinitesimal neighborhood of volume dx1 centered at
position x1 ∈Rd, particle 2 in an infinitesimal neighborhood of volume dx2 centered
at position x2 ∈Rd, . . . , and particle N in an infinitesimal neighborhood of volume
dxN centered at position xN ∈Rd.

The wave function is governed by the Schrödinger equation

ih̵∂tΨN =HNΨn , ΨN ∣t=0 = ΨinN ,
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with quantum N -body Hamiltonian

HN ∶=
N

∑
j=1
− 1

2m
h̵2∆xj´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

kinetic energy

+ ∑
1≤j<k≤N

V (xj − xk)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
potential energy

The Schrödinger equation is the quantum analogue of the system of Newton’s
motion equation in classical mechanics presented in lecture 1. While the existence
of the classical dynamics rests on the Cauchy-Lipschitz theorem, which requires the
interaction force field ∇V to be Lipschitz continuous, the existence of the quantum
N -particle dynamics follows from the following fundamental result due to T. Kato
[35].

Theorem 2.1 (Kato). If d = 3, and if for some R > 0,
(H3) V ∣

B(0,R) ∈ L2(B(0,R)) while V ∣
R3∖B(0,R) ∈ L∞(R3 ∖B(0,R))

for each N > 1 and each m, h̵ > 0, the operator HN , which is defined as a linear map
from S(RdN) to L2(RdN), has an unbounded self-adjoint extension on L2(R3N).

In particular, this extension generates a unitary group e−itHN on L2(R3N) (by
Stone’s theorem).

Notice that the condition (H3) on the potential used in Kato’s theorem to define
the quantum N -body dynamics is much weaker than the condition (H2) used to
define the classical N -body dynamics via the Cauchy-Lipschitz theorem. In partic-
ular, Kato’s condition (H3) is satisfied by the repulsive Coulomb potential between
identical charged particles, a special case of considerable interest in atomic physics.

2.2. The Quantum Mean-Field Dynamics. Exactly as in the context of classi-
cal dynamics, we assume that the total mass of our N particle system is of order 1
as N →∞, i.e. Nm = 1, and consider the dynamics in time t̂ = t/N , i.e. the unitary
group

exp(− it

h̵N
HN) = exp(− it

h̵
ĤN)

where

ĤN ∶= HN
N
=
N

∑
j=1
− 1

2
h̵2∆xj +

1

N
∑

1≤j<k≤N
V (xj − xk) .

Henceforth we consider as our starting point the Schrödinger equation defined by
ĤN . For notational simplicity, we also drop the hat on the rescaled Hamiltonian
ĤN .

By analogy with the classical problem studied in lecture 1, it is natural to replace
the N -body potential acting on the jth particle, viz.

1

N

N

∑
k=1
k/=j

V (xj − xk)
with its mean-field approximation, which is the convolution of V with the single
particle density function at time t, i.e. ∣ψ(t, x)∣2, where ψ ≡ ψ(t, x) is the wave
function of the typical particle in the N -particle system under consideration. In
other words, the mean-field potential is

Vψ(t, x) ∶= V ⋆ ∣ψ(t, ⋅)∣2(x) = ∫
Rd
V (x − y)∣ψ(t, y)∣2dy .
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The corresponding mean-field Hamiltonian is the operator

− 1
2
h̵2∆x + Vψ(t, x) ,

and the single particle wave function ψ describing the quantum state of the typical
particle satisfies the time-dependent Hartree (TDH) equation

ih̵∂tψ(t, x) = − 1
2
h̵2∆xψ(t, x) + Vψ(t, x)ψ(t, x) , ψ∣

t=0 = ψin .
The following (formal) computations are left to the reader as (easy) exercises:

the conservation of particle number is

d

dt
∫
Rd
∣ψ(t, x)∣2dx = 0 ,

leading to the propagation of the normalization condition:

∥ψ(t, ⋅)∥L2(Rd) = ∥ψin∥L2(Rd) = 1 , t ≥ 0 .
The conservation of energy takes the form

d

dt
(∫

Rd

1
2
h̵2∣∇xψ(t, x)∣2dx + 1

2∬
Rd×Rd

V (x − y)∣ψ(t, x)∣2 ∣ψ(t, y)∣2dxdy) = 0 ,
so that, if ψin has finite energy and if V ≥ 0 on Rd, then the solution of the TDH
equation satisfies

ψ ∈ L∞((0,∞);H1(Rd)) .
2.3. Reduced Density Operators. Henceforth assume that ΨN(t, ⋅) is a sym-
metric function of the position variables for each particle. This symmetry assump-
tion1 corresponds to assuming that the particles are bosons (i.e. have integral spin:
see §61 in [37]). Thus, for all σ ∈ SN , for a.e. XN ∈RNd and all t ≥ 0, one has

UσΨN(t,XN) ∶= ΨN(t, xσ−1(1), . . . , xσ−1(N)) = ΨN(t,XN) .
To the wave function ΨN , one associates the N -body density operator RN(t) on H

with integral kernel

rN(t,XN , YN ) ∶= ΨN(t,XN)ΨN(t, YN ) .
Obviously, RN(t) is the orthogonal projection on the line CΨN in the Hilbert space
HN ∶= L2(RdN), since ΨN(t, ⋅) is assumed to satisfy the normalization condition

∥ΨN(t, ⋅)∥L2(RdN) = 1 .
For each k = 1, . . . ,N − 1, the k-particle reduced density operator is the integral

operator denoted RN ∶k(t) on Hk = L2(Rdk) with integral kernel

rN ∶k(t,Xk, Yk) ∶= ∫
Rd(N−k)

rN(t,Xk, Zk,N , Yk, Zk,N)dZk,N ,
where we have denoted

Zk,N ∶= (zk+1, . . . , zN) .
1The assumption that the particles considered here are bosons is not necessary for most of

the mathematical results considered in this lecture. However, the mean-field scaling assumed

in this and the next lecture is specific to bosons, and differs from the one used in the case
of fermions (particles with half-integral spin): see Remark (7) below, at the end of lecture 2.
Except for the mean-field scaling, most of the results discussed in this lecture hold for a system
of indistinguishable particles, bosons or fermions.
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In the sequel, we shall systematically use Dirac’s bra-ket notation: each function
ΦN ∈ L2(RdN) defines a vector of HN denoted ∣ΦN ⟩ (a ket, involving only a closing
bracket). Similarly, to each ΨN ∈ L2(RdN), one associates the linear functional

HN ∋ ΦN ↦ ∫
RdN

ΨN(XN)ΦN(XN)dXN = ⟨ΨN ∣ΦN ⟩ ∈C .

Since the function ΦN can be viewed as the vector ∣ΦN ⟩ of HN , the notation ⟨⋅∣⋅⟩
for the inner product in the Hilbert space HN makes it natural to denote this linear
functional as ⟨ΨN ∣ (a bra, involving only an opening bracket).

2.4. Quantum Klimontovich Solutions. After these preliminaries, we arrive
at the main task in this lecture, namely defining the quantum analogue of the
notions of empirical measure and Klimontovich solution in classical mechanics. The
material in this section is taken from [27]. We first define these notions, and then
explain why these definitions are natural by analogy with the classical setting.

As above, we set H ∶= L2(Rd;C) (the single-particle Hilbert space in space
dimension d), and for each integer N ≥ 1 (the particle number) HN ∶= L2(RdN ;C)
(the N -particle Hilbert space). For each integer k = 1, . . . ,N , set

Jk ∶ L(H) ∋ A↦ JkA ∶= IH ⊗ . . . ⊗A⊗ . . .⊗ IH´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
A on the k-th variable

∈ L(HN) .
With this notation, we first define the quantum analogue of the notion of empirical
measure.

Definition 2.2. For each N > 1, we set

Min
N ∶= 1

N

N

∑
k=1

Jk ∈ L(L(H),Ls(HN)) ,
where L(E,F ) designates the set of continuous linear maps from the Banach space
E to the Banach space F , while

Ls(HN) ∶= {T ∈ L(HN) s.t. UσTU∗σ = T for all σ ∈ SN} .
Why this is indeed a natural quantum analogue of the notion of phase space

empirical measure in classical mechanics may require some explanation.
In quantum mechanics, one associates to physical quantities (such as position,

momentum, energy, angular momentum . . . ) self-adjoint operators with pure point
spectrum and a complete orthonormal set of eigenfunctions in the Hilbert space
of the system considered. Such operators are called “observables” in the language
of quantum mechanics, and the “expected value” of the physical quantity corre-
sponding to the operator A = A∗ for the system in the state associated to the wave
function Ψ is ⟨Ψ∣A∣Ψ⟩ ∈R .

(Indeed, let (φj)j≥1 be a complete orthonormal system such that Aψj = ajψj with
k /= j Ô⇒ ak /= aj ; the probability that the physical quantity associated with the
observable A takes the value aj on the system in the state associated to the wave
function Ψ is pj ∶= ∣⟨φj ∣Ψ⟩∣2 (assuming of course that ∥Ψ∥ = 1). Thus

⟨Ψ∣A∣Ψ⟩ = ∑
j≥1

ajpj ,

which confirms the interpretation of ⟨Ψ∣A∣Ψ⟩ as a mathematical expectation.) See
§§1-7 in chapter V of [41] for more detail on these important notions.
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Thus, if A = A∗ ∈ L(H) is a single-particle observable, Min
NA is an N -particle

observable that is invariant under permutation of the particle labels, i.e.

Uσ(Min
NA)U∗σ =Min

NA for each σ ∈SN .

The corresponding statement involving the phase space empirical measure is
as follows: let f ≡ f(z, ζ) be a real-valued, continuous bounded function defined
on the single-particle phase space Rd × Rd. One can think of this function as
representing the phase space density of some physical quantity (such as the kinetic
energy f(z, ζ) = ∣ζ ∣2/2m for a particle with momentum ζ ∈ Rd and mass m > 0).
Then

∫
Rd×Rd

f(z, ζ)µXin
N
,Ξin
N
(dzdζ) = ⟨ 1

N

N

∑
j=1

δzj,ζj , f⟩ = 1

N

N

∑
j=1

f(xj , ξj) ,
and the phase space empirical measure µXin

N
,Ξin
N

can be thought of as the “integral

kernel” of the linear map

Cb(Rd ×Rd) ∋ f ↦ FN ≡ FN(XN ,ΞN) ∶= 1

N

N

∑
j=1

f(xj , ξj) ∈ Cb(RdN ×RdN) .
Besides FN is obviously symmetric in the variables (xk, ξk), in other words, is
invariant under perturbations of the particle labels).

We recall from lecture 1 that Klimontovich solutions of the Vlasov equation are
phase space empirical measures of the form

µΦ(t/N,Xin
N
,Ξin
N
) ,

where Φ(t, ⋅) is the Hamiltonian flow of

N

∑
j=1

1
2m
∣ξj ∣2 + ∑

1≤j<k≤N

V (xj − xk)
defined on RdN ×RdN , assuming that the total mass of the system is Nm = 1. Its
quantum analogue is defined as follows.

Definition 2.3. The quantum Klimontovich solution for an N -particle system gov-
erned by the dynamics associated to the quantum N -particle Hamiltonian HN is the
time-dependent elementMN(t) of L(L(H),Ls(HN)) defined by the formula

MN(t)A ∶= eitHN /h̵(Min
NA)e−itHN /h̵ , A ∈ L(H) , t ∈R .

Next we study a characteristic property ofMN(t) — which could indeed serve
as an alternative definition ofMN(t).
Lemma 2.4. For each φ ∈ H and each ΨinN ∈ HN satisfying the bosonic symmetry

ΨinN = UσΨinN ∈ HN for all σ ∈SN ,

one has

⟨ΨinN ∣MN(t)(∣φ⟩⟨φ∣)∣ΨinN ⟩HN = ⟨φ∣RN ∶1(t)∣φ⟩H , for all t ≥ 0 .
In other words,MN(t) is the adjoint of the linear map

∣ΨinN ⟩⟨ΨinN ∣↦ RN ∶1(t)
where RN ∶1(t) is the single-particle reduced density operator associated to

ΨN(t) = e−itHN /h̵ΨinN .
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Proof. Since
ΨinN = UσΨinN Ô⇒ ΨN(t) = UσΨN(t)

for all σ ∈SN , then

⟨ΨinN ∣MN(t)(∣φ⟩⟨φ∣)∣ΨinN ⟩HN =⟨e− iǫHNΨinN ∣Min
N (∣φ⟩⟨φ∣)∣e− iǫHNΨinN ⟩HN

=⟨ΨN(t)RRRRRRRRRRR
1

N

N

∑
k=1

Jk(∣φ⟩⟨φ∣)RRRRRRRRRRRΨN(t)⟩HN=⟨ΨN(t)∣J1(∣φ⟩⟨φ∣)∣ΨN (t)⟩HN
= ∫

Rd(N−1)
∣⟨ΨN(t, ⋅,X2,N )∣φ⟩∣2dX2,N = ⟨φ∣RN ∶1(t)∣φ⟩H .

The symmetry of ΨN(t) has been used to prove the third equality. �

There is a similar property for the Klimontovich solution in the classical setting.
Let F inn ≡ F inN (XN ,ΞN ) be a probability density on R2dN satisfying the symmetry

F inN (XN ,ΞN ) = F inN (xσ−1(1), . . . , xσ−1(N), ξσ−1(1), . . . , ξσ−1(N)) ,
for all XN ,ΞN ∈RdN and all σ ∈SN . Let Φ(t, ⋅) be the Hamiltonian flow of

N

∑
j=1

1
2m
∣ξj ∣2 + ∑

1≤j<k≤N

V (xj − xk) .
Then

∫
R2dN

µΦ(t/N,Xin
N
,Ξin
N
)F

in
N (X in

N ,Ξ
in
N )dX in

N dΞ
in
N = FN ∶1(t, ⋅) ,

where

FN ∶1(t, x1, ξ1)∶=∫
R2d(N−1)

F inN (Φ(− t
N
, x1, . . . , xN , ξ1, . . . , ξN ))dx2 . . . dxNdξ2 . . . dξN

is the first marginal of the N -particle distribution function at time t. (See formula
(32) in [25].) Equivalently

∫
R2d

φ(z, ζ)FN ∶1(t, z, ζ)dzdζ = ∫
R2dN

⟨µΦ(t/N,XN ,ΞN), φ⟩F inN (X in
N ,Ξ

in
N )dX in

N dΞ
in
N

for all t ∈R, and each φ ∈ Cb(R2d). This is analogous to the formula in Lemma 2.4
in the classical setting.

2.5. An Equation for Quantum Klimontovich Solutions. In this section, we
shall assume for the sake of simplicity that the potential V ∈ C0(Rd) satisfies (H1)
and that its Fourier transform V̂ satisfies

(H4) V̂ ∈ L1(Rd) .
For each ω ∈ Rd, we denote by Eω the multiplication operator on H = L2(Rd)
defined by the formula

(Eωψ)(x) = eiω⋅xψ(x) , ψ ∈ H .
Obviously

E∗ω = E−ω = E−1ω for each ω ∈Rd .

Next, for each linear map Λ ∶ L(H) → L(HN), each unbounded operator H on
the single-particle Hilbert space H and each A ∈ L(H) satisfying

[H,A] ∶= HA−AH ∈ L(H) ,
we set (ad*(H)Λ)A ∶= −Λ([H,A]) .
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(We have chosen this notation by analogy with the co-adjoint representation of a
Lie algebra: if H = Cn, if A,H ∈ L(H) = Mn(C), which is the Lie algebra of the
group GLn(C), and if L ∈Mn(C)∗ is a linear functional on Mn(C), the coadjoint

representation Mn(C) ∋ H ↦ ad
*(H) ∈ L(Mn(C)∗) is defined by

Mn(C)∗ ∋ L↦ ad
*(H)L ∈Mn(C)∗

where

ad
*(H)L ∶ Mn(C) ∋ A↦ −⟨L, [H,A]⟩ ∈C .

The main difference with the situation considered here is that Λ is an operator-
valued linear map, instead of being a linear functional, so that there is no duality

in our setting. The term ad
*(H) is used here only for lack of a more convenient

notation.)

While the notation ad
*(H) is used for the kinetic energy in the quantum Hamil-

tonian, we need another notation for the interaction term, i.e. the potential energy
in the quantum Hamiltonian. For all Λ1,Λ2 ∈ L(L(H),L(HN)), we define the linear
map C[V,Λ1,Λ2] ∈ L(L(H),L(HN)) by the formula

C[V,Λ1,Λ2]A ∶=∫
Rd
((Λ1E

∗
ω)Λ2(EωA)−Λ2(AEω)(Λ1E

∗
ω))V̂ (ω) dω

(2π)d

for all A ∈ L(H). Some care should be exercised with the definition of the integral
in the right hand side of this formula, since it takes its values in L(HN), which is
not separable.

Let X be a Banach space, with topological dual denoted X ′. The weak-* topology
on X ′ is the topology defined by the family of seminorms ℓ↦ ∣⟨ℓ, x⟩X′ ,X ∣ as x runs

through X . Let f ∶ Rd → X ′ be weakly-* continuous and bounded (for the norm
topology) on Rd. Let m be a (bounded) complex Borel measure on Rd; then the
linear functional

X ∋ φ↦ ⟨Lf,m, φ⟩ ∶= ∫
Rd
⟨f(ω), φ⟩m(dω) ∈ C

is continuous with norm

∥Lf,m∥X ′ ≤ sup
ω∈Rd

∥f(ω)∥X ′∥m∥TV .
This defines the integral

∫
Rd
f(ω)m(dω) ∶= Lf,m ∈ X ′ .

In the case of the integral in the definition of C[V,Λ1,Λ2]A, the Banach space X
is L1(HN) (the space of trace-class operators on HN) and its topological dual is
L(HN), with duality defined by the trace:

⟨B T ⟩L(HN),L1(HN) = traceHN (BT ) .
The weak-* topology is the ultraweak topology on L(HN). This construction defines
the integral of the bounded, ultraweakly continuous function f ∶ Rd → L(HN) with
respect to the complex Borel measure m on Rd

∫
Rd
f(ω)m(dω) ∈ L(HN)

as an element of L(HN) identified with the continuous linear functional

L1(HN) ∋ T ↦ ∫
Rd

traceHN (f(ω)T )m(dω) ∈C



MEAN-FIELD LIMITS IN STATISTICAL DYNAMICS 17

by the formula

traceHN ((∫
Rd
f(ω)m(dω))T) = ∫

Rd
traceHN (f(ω)T )m(dω) .

(For the reader familiar with these notions, C[V,Λ1,Λ2]A is defined by duality, as
a (Gelfand-)Pettis integral instead of a Bochner integral.)

With these notations, we can formulate our first main result, i.e. the governing
equation satisfied by the time-dependent linear mapMN(t).
Theorem 2.5 ([27]). Let V be a real-valued function satisfying (H1) and (H4).
Then

ih̵∂tMN(t) = ad*(− 1
2
h̵2∆)MN(t) − C[V,MN(t),MN(t)] .

Proof. Start from Lemma 2.4:

ih̵∂t⟨ΨinN ∣MN(t)(∣φ⟩⟨φ∣)∣ΨinN ⟩ =ih̵∂t⟨ΨinN ∣e+itHN /h̵Min
N (∣φ⟩⟨φ∣)e−itHN /h̵∣ΨinN ⟩

=ih̵∂t⟨e−itHN /h̵ΨinN ∣Min
N (∣φ⟩⟨φ∣)∣e−itHN /h̵ΨinN ⟩

= − ⟨HNe−itHN /h̵ΨinN ∣Min
N (∣φ⟩⟨φ∣)∣e−itHN /h̵ΨinN ⟩

+ ⟨e−itHN /h̵ΨinN ∣Min
N (∣φ⟩⟨φ∣)∣HN e−itHN /h̵ΨinN ⟩

= − ⟨ΨinN ∣e+itHN /h̵[HN ,Min
N (∣φ⟩⟨φ∣)]e−itHN /h̵∣ΨinN ⟩ .

Split the Hamiltonian HN as HN = KN + VN where KN is the kinetic energy and
VN the potential energy, i.e.

KN ∶=
n

∑
k=1

Jk(− 1
2
h̵2∆) , VN =∶ 1

N ∑
1≤k<l≤N

Vkl ,

where

VklΨN(x1, . . . , xN ) ∶= V (xk − xl)ΨN(x1, . . . , xN ) .
First

[KN ,Min
N (∣φ⟩⟨φ∣)] =[ N∑

k=1

Jk(− 1
2
h̵2∆), 1

N

N

∑
l=1

Jl(∣φ⟩⟨φ∣)]
= 1
N

N

∑
l=1

Jl([− 1
2
h̵2∆, ∣φ⟩⟨φ∣])

=Min
N ([− 1

2
h̵2∆, ∣φ⟩⟨φ∣]) ,

so that

e+itHN /h̵[KN ,Min
N (∣φ⟩⟨φ∣)]e−itHN /h̵ =e+itHN /h̵Min

N ([− 1
2
h̵2∆, ∣φ⟩⟨φ∣])e−itHN /h̵

=MN(t)([− 1
2
h̵2∆, ∣φ⟩⟨φ∣])

= − ad*(− 1
2
h̵2∆)MN(t)(∣φ⟩⟨φ∣) .

Next, we use (H4) and the Fourier inversion formula to write

Vkl = 1
(2π)d ∫

Rd
V̂ (ω)JkEωJlE∗ωdω .



18 F. GOLSE

Thus

[VN ,Min
N (∣φ⟩⟨φ∣)] = 1

(2π)d ∫
Rd
V̂ (ω) [ 1

N ∑
1≤k<l≤N

JkEωJlE
∗
ω,

1
N

N

∑
m=1

Jm∣φ⟩⟨φ∣] dω
= 1
(2π)d ∫

Rd
V̂ (ω) 1

N2 ∑
1≤k<l≤N

Jk[Eω , ∣φ⟩⟨φ∣]JlE∗ωdω
+ 1
(2π)d ∫

Rd
V̂ (ω) 1

N2 ∑
1≤k<l≤N

JkEωJl[E∗ω , ∣φ⟩⟨φ∣]dω
= 1
(2π)d ∫

Rd
V̂ (ω) 1

N2 ∑
1≤k/=l≤N

Jk[Eω , ∣φ⟩⟨φ∣]JlE∗ωdω ,
where the last equality follows from (H1), which implies that V̂ (ω) = V̂ (−ω) for all
ω ∈Rd, and from the fact that JkA commutes with JlB for k /= l. This last formula
can be recast as

[VN ,Min
N (∣φ⟩⟨φ∣)]

= 1
(2π)d ∫

Rd
V̂ (ω) 1

N2 ∑
1≤k/=l≤N

(JlE∗ωJk(Eω ∣φ⟩⟨φ∣) − Jk(∣φ⟩⟨φ∣Eω)JlE∗ω) dω
= 1
(2π)d ∫

Rd
V̂ (ω) 1

N2 ∑
1≤k,l≤N

(JlE∗ωJk(Eω ∣φ⟩⟨φ∣) − Jk(∣φ⟩⟨φ∣Eω)JlE∗ω) dω
= 1
(2π)d ∫

Rd
V̂ (ω) (Min

N (E∗ω)Min
N (Eω ∣φ⟩⟨φ∣) −Min

N (∣φ⟩⟨φ∣Eω)Min
N (E∗ω))dω

= C[V,Min
N ,M

in
N ](∣φ⟩⟨φ∣) .

In the left-hand side of the second equality, observe that the operators JlE
∗
ω and

Jk(Eω ∣φ⟩⟨φ∣) or Jk(∣φ⟩⟨φ∣Eω) obviously commute (by definition of Jk) since k /= l.
In the right hand side of the second equality, the operators JlE

∗
ω and Jk(Eω ∣φ⟩⟨φ∣)

or Jk(∣φ⟩⟨φ∣Eω) do not commute in general unless k /= l, but one easily checks that

JkE
∗
ωJk(Eω ∣φ⟩⟨φ∣) = Jk(E∗ωEω ∣φ⟩⟨φ∣) =Jk(∣φ⟩⟨φ∣)

=Jk(∣φ⟩⟨φ∣EωE∗ω) = Jk(∣φ⟩⟨φ∣Eω)Jk(E∗ω) .
This explains why the second equality holds true. The remaining equalities being
obvious, we are left with the task of computing

e+itHN /h̵[VN ,Min
N (∣φ⟩⟨φ∣)]e−itHN /h̵ = e+itHN /h̵C[V,Min

N ,M
in
N ](∣φ⟩⟨φ∣)e−itHN /h̵

= 1
(2π)d ∫

Rd
V̂ (ω)(e+itHN /h̵Min

N (E∗ω)e−itHN /h̵e+itHN /h̵Min
N (Eω ∣φ⟩⟨φ∣)e−itHN /h̵

−e+itHN /h̵Min
N (∣φ⟩⟨φ∣Eω)e−itHN /h̵e+itHN /h̵Min

N (E∗ω)e+itHN /h̵)dω
=∫

Rd
V̂ (ω)(MN(t)(E∗ω)MN(t)(Eω ∣φ⟩⟨φ∣)−MN (t)(∣φ⟩⟨φ∣Eω)MN(t)(E∗ω)) dω

(2π)d

= C[V,MN(t),MN(t)](∣φ⟩⟨φ∣).
Summarizing, we have seen that

ih̵∂t⟨ΨinN ∣MN(t)(∣φ⟩⟨φ∣)∣ΨinN ⟩
= −⟨ΨinN ∣e+itHN /h̵[KN + VN ,Min

N (∣φ⟩⟨φ∣)]e−itHN /h̵∣ΨinN ⟩
= ⟨ΨinN ∣ad*(− 1

2
h̵2∆)MN(t)(∣φ⟩⟨φ∣) − C[V,MN(t),MN(t)](∣φ⟩⟨φ∣)∣ΨinN ⟩
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for each ΨinN in the domain of HN and each φ in the domain of ∆, i.e. for each
φ ∈H2(Rd). Observing that

A = A∗ ∈ L(H) Ô⇒ MN(t)A = eitHN /h̵ ( 1
N

N

∑
k=1

JkA) e−itHN /h̵ = (MN(t)A)∗
shows that

(ad*(− 1
2
h̵2∆)MN(t)(∣φ⟩⟨φ∣))∗ = −ad*(− 1

2
h̵2∆)MN(t)(∣φ⟩⟨φ∣) ,

while

C[V,MN(t),MN(t)](∣φ⟩⟨φ∣)∗ = −C[V,MN(t),MN(t)](∣φ⟩⟨φ∣) .
Thus the operator

T ∶= ∂tMN(t)(∣φ⟩⟨φ∣)+ ih̵ ad*(− 1
2
h̵2∆)MN(t)(∣φ⟩⟨φ∣)

− i
h̵
C[V,MN(t),MN(t)](∣φ⟩⟨φ∣) = T ∗ ∈ L(HN)

satisfies ⟨ΨinN ∣T ∣ΨinN ⟩ = 0
for each ΨinN in the domain of HN . By polarization, we conclude that T = 0. �

There is a marked difference between the Klimontovich theorem in classical me-
chanics, and the previous theorem. Indeed, at first sight, the equation satisfied by
MN(t) differs from the TDH equation, which is the quantum mean-field equation
analogous to the Vlasov equation in classical mechanics. However, this first impres-
sion is quite misleading, as shown by our next theorem. Before stating this theorem,
we need to explain better how a Vlasov solution f(t, dzdζ) can be compared to the
time-dependent phase space empirical measure

µΦ(t/N,Xin
N
,Ξin
N
)(dzdζ) = 1

N

N

∑
j=1

δxj(t),ξj(t)(dzdζ)
associated to an N -particle system (where we recall that Φ is the Hamiltonian flow
generated by the classical Hamiltonian

N

∑
j=1

1
2m
∣ξj ∣2 + ∑

1≤j<k≤N

V (xj − xk)
with Nm = 1 and with interaction potential V satisfying (H1)-(H2)). Of course,
both f(t, dzdζ) and µΦ(t/N,Xin

N
,Ξin
N
)(dzdζ) are Borel probability measures on the

phase space Rd×Rd, but the Klimontovich solution depends on the initial N -tuple
of positions and momenta of the particle system, i.e. (X in

N ,Ξ
in
N ), whereas the Vlasov

solution f(t, dzdζ) is obviously independent of these initial coordinates.

Therefore, in the quantum setting, we must consider objects analogous to the
Klimontovich solution MN(t) but “independent” of the initial N -particle coordi-
nates — in other words, a constant function of these parameters.

Definition 2.6. Let ψ ∈ C(R;L2(Rd)) be a time-dependent wave function such
that ∥ψ(t, ⋅)∥H = 1 for all t ∈R. The element Rψ(t) ∈ L(L(H),Ls(HN)) of the form

Rψ(t)A ∶= ⟨ψ(t, ⋅)∣A∣ψ(t, ⋅)⟩ IHN , A ∈ L(H) ,
is called the “chaotic morphism” associated to the wave function ψ.
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In the classical setting, the analogous object is

Cb(R2d) ∋ φ↦ (∫
R2d

φ(z, ζ)f(t, dzdζ))1 ∈ Cb(R2dN) ,
where 1 is the constant function of (X in

N ,Ξ
in
N ) in Cb(R2dN). (The terminology

“chaotic” comes from the law of large numbers: if (xj , ξj) are mutually independent
random phase space coordinates distributed according to f(t, dzdζ), the phase space
empirical measure µ(XN ,ΞN) → f(t, dzdζ) weakly as N → ∞, almost surely in the
sequence (xj , ξj)j≥1. The limit as N →∞ of the phase space empirical measure is
in particular independent of, or constant in the sequence of phase space coordinates(xj , ξj)j≥1.)

The quantum analogue of the Klimontovich theorem is obtained by inserting a
chaotic morphism in the equation satisfied by MN(t) presented in the preceding
theorem.

Theorem 2.7. Let V be a real-valued potential satisfying assumptions (H1)-(H4).
Let ψ ≡ ψ(t, x) be a solution of the Hartree equation⎧⎪⎪⎨⎪⎪⎩

ih̵∂tψ = − 1
2
h̵2∆xψ + (V ⋆ ∣ψ(t, ⋅)∣2)ψ , x ∈Rd ,

ψ∣
t=0
= ψin ,

with initial data ψin ∈ H1(Rd) satisfying the normalization ∥ψin∥L2(Rd) = 1. Then
the chaotic morphism t ↦Rψ(t) is a solution of the equation

ih̵∂tR(t) = ad*(− 1
2
h̵2∆)R(t) − C[V,R(t),R(t)] .

In other words, the time-dependent Hartree equation (TDH) is a special case of
the equation governing the evolution of quantum Klimontovich solutions MN(t)
obtained in Theorem 2.5.

Proof. Since R(t)A = ⟨ψ(t, ⋅)∣A∣ψ(t, ⋅)⟩H IHN then

R(t)E∗ω = ∣̂ψ∣2(t, ω) IHN , ω ∈Rd ,

is the Fourier transform of the density function x ↦ ∣ψ(t, x)∣2 associated to the
Hartree solution. Setting A ∶= ∣φ⟩⟨φ∣ with φ ∈ H2(Rd), one has therefore

C[V,Rψ(t),Rψ(t)]A
= ∫

Rd
((Rψ(t)E∗ω)Rψ(t)(EωA)−Rψ(t)(AEω)(Rψ(t)E∗ω))V̂ (ω) dω

(2π)d

= ∫
Rd
Rψ(t)([Eω ,A])V̂ (ω)∣̂ψ∣2(t, ω) dω

(2π)d .

Then, by definition of Rψ(t), one has

C[V,Rψ(t),Rψ(t)]A = ∫
Rd
V̂ ⋆∣ψ∣2(t, ω)⟨ψ(t, ⋅)∣[Eω ,A]∣ψ(t, ⋅)⟩H IHN dω

(2π)d

= ⟨ψ(t, ⋅)∣ [∫
Rd
V̂ ⋆∣ψ∣2(t, ω)Eω dω

(2π)d ,A] ∣ψ(t, ⋅)⟩
H

IHN

= ⟨ψ(t, ⋅)∣[V ⋆∣ψ∣2(t, ⋅),A]∣ψ(t, ⋅)⟩H IHN .
In the special case where A = ∣φ⟩⟨φ∣, one has

[V ⋆∣ψ∣2(t, ⋅),A] = ∣V ⋆∣ψ∣2(t, ⋅)φ⟩⟨φ∣ − ∣φ⟩⟨V ⋆∣ψ∣2(t, ⋅)φ∣ ,
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so that

C[V,Rψ(t),Rψ(t)]A = −2iI(⟨φ∣ψ(t, ⋅)⟩⟨φ∣V ⋆∣ψ∣2(t, ⋅)∣ψ(t, ⋅)⟩) IHN .
On the other hand

Rψ(t)(∣φ⟩⟨φ∣) = ∣⟨φ∣ψ(t, ⋅)⟩∣2IHN ,
while

ad
*(− 1

2
h̵2∆x)Rψ(t)(∣φ⟩⟨φ∣) = −Rψ(t)([− 1

2
h̵2∆x, ∣φ⟩⟨φ∣])

= − ⟨ψ(t, ⋅)∣[− 1
2
h̵2∆x, ∣φ⟩⟨φ∣]∣ψ(t, ⋅)⟩ IHN

=2iI(⟨φ∣ψ(t, ⋅)⟩⟨φ∣1
2
h̵2∆x∣ψ(t, ⋅)⟩) .

Then, the fact that ψ is a solution of the TDH equation implies that

ih̵∂t⟨φ∣ψ(t, ⋅)⟩ = ⟨φ∣ − 1
2
h̵2∆x∣ψ(t, ⋅)⟩ + ⟨φ∣V ⋆ ∣ψ(t, ⋅)∣2∣ψ(t, ⋅)⟩ ,

and therefore

ih̵∂t∣⟨φ∣ψ(t, ⋅)⟩∣2 =2iI(⟨φ∣ψ(t, ⋅)⟩⟨φ∣ − 1
2
h̵2∆x∣ψ(t, ⋅)⟩)

+ 2iI(⟨φ∣ψ(t, ⋅)⟩⟨φ∣V ⋆∣ψ∣2(t, ⋅)∣ψ(t, ⋅)⟩) ,
which obviously implies the desired result. �

2.6. The Quantum Mean-Field Limit with Klimontovich Solutions. As a
first application of the notion of quantum Klimontovich solution discussed above, we
present a derivation of the mean-field limit in quantum mechanics. This derivation
is suboptimal, in particular because it assumes V̂ ∈ L1(Rd). On the other hand the
proof includes several features of interest for other applications.

Theorem 2.8. Let V be a real-valued potential satisfying assumptions (H1)-(H4).
Let ψ ≡ ψ(t, x) be a solution of the Hartree equation⎧⎪⎪⎨⎪⎪⎩

ih̵∂tψ = − 1
2
h̵2∆xψ + (V ⋆ ∣ψ(t, ⋅)∣2)ψ , x ∈Rd ,

ψ∣
t=0
= ψin ,

with initial data ψin ∈ H1(Rd) satisfying the normalization ∥ψin∥L2(Rd) = 1. For
each t ≥ 0, let

ΨN(t, ⋅) ∶= e−itHn/h̵ΨinN with ΨinN ∶= (ψin)⊗N .
Then the N -particle reduced density operator RN ∶1(t) associated to the wave func-
tion ΨN(t, ⋅) satisfies

∥RN ∶1(t) − ∣ψ(t, ⋅)⟩⟨ψ(t, ⋅)∣ ∥ ≤ 2√
N

exp(2t∥V̂ ∥L1(2π)dh̵ ) .
Proof. Let t ↦ A(t) ∈ L(H) be the solution of the linear von Neumann equation
with time-dependent potential

ih̵∂tA(t) = [− 1
2
h̵2∆x + Vψ(t, ⋅),A(t)] , A∣

t=0
= Ain .

Elementary computations left to the reader show that

ih̵∂t(MN(t) −Rψ(t))(A(t)) = −C[V,MN(t) −Rψ(t),MN(t)](A(t)) .
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Let SN ∈ L(HN) with ∥SN∥ ≤ 1. Then
⟨ΨinN ∣SN(MN(t) −Rψ(t))(A(t))∣ΨinN ⟩ − ⟨ΨinN ∣SN(Min

N −Rψ(0))(Ain)∣ΨinN ⟩
= i
h̵
∫

t

0
∫
Rd
V̂ (ω)⟨ΨinN ∣SN (MN(s) −Rψ(s))(E∗ω)MN(s)(EωA(s))∣ΨinN ⟩ dωds(2π)d

−
i

h̵
∫

t

0
∫
Rd
V̂ (ω)⟨ΨinN ∣SNMN(s)(A(s)Eω)(MN(s) −Rψ(s))(E∗ω)∣ΨinN ⟩ dωds(2π)d

= i
h̵
∫

t

0
∫
Rd
V̂ (ω)⟨ΨinN ∣SNMN(s)([Eω ,A(s)])(MN(s) −Rψ(s))(E∗ω)∣ΨinN ⟩ dωds(2π)d

−
i

h̵
∫

t

0
∫
Rd
V̂ (ω)⟨ΨinN ∣SN [MN(s)(EωA(s)),MN(s)(E∗ω)]∣ΨinN ⟩ dωds(2π)d .

Then [MN(s)(EωA(s)),MN(s)(E∗ω)]
= e+isHN /h̵[Min

N (EωA(s)),Min
N (E∗ω)]e−isHN /h̵

= e+isHN /h̵ 1

N2

N

∑
k=1

Jk[EωA(s),E∗ω]e−isHN /h̵ ,
so that

∥[MN(s)(EωA(s)),MN(s)(E∗ω)]∥ ≤ 2

N
∥A(s)∥ .

Set

dN(t) ∶= sup
∥SN∥≤1

sup
∥B∥=1

∣⟨ΨinN ∣SN(MN(t) −Rψ(t))(B)∣ΨinN ⟩∣ .
Since ∥MN(s)([Eω,A(s)])∥ ≤ ∥[Eω,A(s)]∥ ≤ 2∥A(s)∥ ,
and since ∥φin∥H = 1 Ô⇒ ∥A(s)∥ = 1 ,
one has

∣⟨ΨinN ∣SNMN(s)([Eω,A(s)])(MN(s) −Rψ(s))(E∗ω)∣ΨinN ⟩∣ ≤ 2dN(s) ,
so that

∣⟨ΨinN ∣SN(MN(t) −Rψ(t))(A(t))∣ΨinN ⟩∣
≤ ∣⟨ΨinN ∣SN(Min

N −Rψ(0))(Ain)∣ΨinN ⟩∣ + 2∥V̂ ∥L1(2π)dh̵ ∫
t

0
(dN(s) + 1

N
)ds .

Since A(t) runs through the unit ball of L(H) as Ain runs through the unit ball of
L(H), one finds that

dN(t) = sup
∥SN∥≤1

sup
∥φin∥H≤1

∣⟨ΨinN ∣SN (MN(t) −Rψ(t))(∣φ(t, ⋅)⟩⟨φ(t, ⋅∣)∣ΨinN ⟩∣
≤dN (0)+ 2∥V̂ ∥L1(2π)dh̵ ∫

t

0
(dN(s) + 1

N
)ds ,

so that

dN(t) ≤ dN(0) exp(2t∥V̂ ∥L1(2π)dh̵ ) + 1

N
(exp(2t∥V̂ ∥L1(2π)dh̵ ) − 1)

by Gronwall’s inequality.
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With SN = IHN , one finds that

dN(t) ≥ sup
∥φ∥H≤1

∣⟨ΨinN ∣MN(t)(∣φ⟩⟨φ∣)∣ΨinN ⟩ − ⟨ΨinN ∣Rψ(t)(∣φ⟩⟨φ∣)∣ΨinN ⟩∣
= sup
∥φ∥H≤1

∣⟨φ∣RN ∶1(t)∣φ⟩ − ∣⟨ψ(t, ⋅)∣φ⟩∣2 ∣ = ∥RN ∶1(t) − ∣ψ(t, ⋅)⟩⟨ψ(t, ⋅)∣∥ .
On the other hand, by the Cauchy-Schwarz inequality, if SN ∈ L(H) satisfy∥SN∥ ≤ 1 while ∥Bin∥ = 1, one has

∣⟨ΨinN ∣SN(Min
N −Rψ(0))(Bin)∣ΨinN ⟩∣

≤ ∥SΨinN ∥∥(Min
N −Rψ(0))(Bin)ΨinN ∥

≤ ∥(Min
N −Rψ(0))(Bin)ΨinN ∥ .

Assuming that

ΨinN = (ψin)⊗N ,

one has ∥(Min
N −Rψ(0))(Bin)ΨinN ∥2

= ⟨ΨinN ∣(Min
N −Rψ(0))(Bin)∗(Min

N −Rψ(0))(Bin)∣ΨinN ⟩
= 1
N
⟨ψin∣(Bin)∗Bin∣ψin⟩+N−1

N
∣⟨ψin∣Bin ∣ψin⟩∣2−2∣⟨ψin∣Bin∣ψin⟩∣2+∣⟨ψin ∣Bin∣ψin⟩∣2

= 1
N
(⟨ψin∣(Bin)∗Bin∣ψin⟩−∣⟨ψin∣Bin ∣ψin⟩∣2) .

Therefore ∥(Min
N −Rψ(0))(Bin)ΨinN ∥2 ≤ 1

N
∥Binψin∥2H ≤ 1

N
,

so that dN (0) ≤ 1√
N
. Gathering together all these inequalities shows that

∥RN ∶1(t) − ∣ψ(t, ⋅)⟩⟨ψ(t, ⋅)∣∥ ≤ 1√
N

exp(2t∥V̂ ∥L1(2π)dh̵ ) + 1

N
(exp(2t∥V̂ ∥L1(2π)dh̵ ) − 1) ,

ultimately leading to the desired inequality. �

2.7. The Quantum Mean-Field Limit: Coulomb Interaction. In the context
of atomic physics, one often has to consider charged particles interacting through
a repulsive Coulomb potential. In that case, the mean-field limit cannot be proved
by the simple argument presented in the previous section. However, the notion
of quantum Klimontovich solution can be used also in this case, in the following
manner.

Let V satisfy (H1)-(H3) and

(H5) V 2 ≤ C(I −∆)
for some constant C > 0, in the sense of operators on H. (In space dimension d = 3,
the Hardy inequality, which can be put in the form2

1∣x∣2 ≤ 4(−∆)
implies that the Coulomb potential satisfies (H5).)

2To see that 4 is optimal, minimize in α > 0 the expression

∫
R3
∣∇u + α x

∣x∣2 u∣
2

dx .
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Let ψin ∈ H1(Rd) satisfy ∥ψin∥L2 = 1, and let ψ be the solution of the Hartree
equation

ih̵∂tψ(t, x) = − 1
2
h̵2∆xψ(t, x) + (V ⋆ ∣ψ(t, ⋅)∣2)(x)ψ(t, x) , ψ∣

t=0
= ψin .

Theorem 2.9. [12] Under the assumptions above, let MN(t) be the N -particle
Klimontovich solution associated to the quantum Hamiltonian

HN =
N

∑
k=1

− 1
2
h̵2∆xk +

1
N ∑

1≤k<l≤N

V (xk − xl) .
Then
(1) one has

ih̵∂tMN(t)(IH − ∣ψ(t, ⋅)⟩⟨ψ(t, ⋅)∣)
= C[V,MN(t) −Rψ(t),MN(t)](IH − ∣ψ(t, ⋅)⟩⟨ψ(t, ⋅)∣) ;

(2) the interaction operator C(V,MN(t) − R(t),MN(t))(I − ∣ψ(t, ⋅)⟩⟨ψ(t, ⋅)∣) is
skew-adjoint on HN and satisfies the operator inequality

±iC(V,MN(t) −R(t),MN(t))(I − ∣ψ(t, ⋅)⟩⟨ψ(t, ⋅)∣)
≤ 6L(t) (MN(t)(I − ∣ψ(t, ⋅)⟩⟨ψ(t, ⋅)∣) + 2

N
IHN ) ,

where

L(t) ∶= √C∥ψ(t, ⋅)∥H1 ;

(3) the m-particle reduced density operator RN ∶m(t) associated with the N -particle
wave function

ΨN(t, ⋅) ∶= e−itHn/h̵ΨinN , with ΨinN ∶= (ψin)⊗N
satisfies

∥RN ∶m(t) − ∣ψ(t, ⋅)⟩⟨ψ(t, ⋅)∣⊗m∥ ≤ 4√m

N
exp( 3

h̵ ∫
t

0
L(s)ds)

for each t ≥ 0 and each m = 1, . . . ,N .

This is a reformulation of an earlier result by Pickl [45] and Knowles-Pickl [36]
in terms of the quantum Klimontovich solution. Pickl’s original idea [45] was to
consider the quantity

E(t) ∶= 1 − ⟨ψ(t, ⋅)∣RN ∶1(t)∣ψ(t, ⋅)⟩ ,
and to prove that

d
dt
E(t) ≤ 10∥V ∥L2r∥ψ(t, ⋅)∥L2r′ (E(t) + 1

N
) .

by a clever decomposition of d
dt
E(t) into the sum of three terms to be analyzed

separately. Observing instead that

E(t) = ⟨ΨinN ∣MN(t)(IH − ∣ψ(t, ⋅)⟩⟨ψ(t, ⋅)∣)∣ΨinN ⟩
suggests the idea of using the equation satisfied by the quantum Klimontovich
solution MN(t) to write an operator inequality, specifically statement (2) in the
theorem above, instead of the scalar inequality satisfied by d

dt
E(t) as in Pickl’s orig-

inal work [45]. One recovers the Knowles-Pickl, or the Pickl estimate by evaluating
the operators in (2) on the quantum state defined by the wave function ΨinN .
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One essential difference between Theorem 2.9 and Theorem 2.7 is in the use of
the single particle test wave function. In the proof of Theorem 2.7, one considers
the operator (MN(t) −Rψ(t))(∣φ(t, ⋅)⟩⟨φ(t, ⋅)∣)
where φ(t, ⋅) is any wave function propagated by the mean-field dynamics defined
by the Hartree solution ψ, whereas in Theorem 2.9 one considers the operator

MN(t)(IH − ∣ψ(t, ⋅)⟩⟨ψ(t, ⋅)∣)
where ψ is the target Hartree solution. Because of the specifics of the latter choice,
the approach described in Theorem 2.9 applies only to pure quantum states, in
other words, on quantum states which can be described by means of a (single)
wave function, and not to mixed states, i.e. quantum states described by means of
a density operator — see lecture 3 below for a brief description of this notion. On
the contrary, the proof of Theorem 2.7 can be easily generalized to mixed states.

2.8. Miscellaneous Remarks. In this lecture, we have chosen to describe the
quantum mean-field limit in terms of quantum Klimontovich solutions because of
the novelty of this approach, and also because it parallels the classical theory pre-
sented in lecture 1. However, this is by no means the only way in which the quantum
mean-field limit can be justified rigorously.

(1) Historically, the first rigorous justification of the quantum mean-field limit
was obtained by analyzing the BBGKY hierarchy. Starting from the N -particle
Schrödinger equation

ih̵∂tΨN(t,XN) =HNΨN(t,XN) ,
one easily obtains a differential equation for the single-particle reduced density
operator RN ∶1(t). Because of the 2-body interaction potential V in the quantum
Hamiltonian HN , the differential equation for RN ∶1 involves the 2-particle reduced
density operator RN ∶2(t). Therefore, one writes a differential equation for the
operator RN ∶2(t), but this equation involves the 3-particle reduced density operator
RN ∶3(t). More generally, for each integer k < N , the differential equation satisfied by
the k-particle reduced density operator RN ∶k(t) involves the k + 1-particle reduced
density operator RN ∶k+1(t). One obtains in this way a sequence of differential
equations for RN ∶k(t) for all k ≥ 1 — with the convention that

RN ∶N(t) ∶= ∣ΨN(t, ⋅)⟩⟨ΨN (t, ⋅)∣ , RN ∶k(t) = 0 if k > N .

This sequence of differential equations is known as the “BBGKY hierarchy” (named
after Bogolyubov, Born, Green, Kirkwood and Yvon). The idea is to pass to the
limit in each equation of this hierarchy, i.e. for each k ≥ 1 in the limit as N →∞,
and to prove by some uniqueness argument akin to the Cauchy-Kovalevska theorem
that

RN ∶k(t) → ∣ψ(t, ⋅)⟩⟨ψ(t, ⋅)∣
in some appropriate topology, where ψ is the Hartree solution. The first proof along
this line is due to Spohn and sketched in [48]; more details can be found in [5], and
the interpretation in terms of the Cauchy-Kovalevska theorem is presented in [2].
Incidentally, it is interesting to notice that the BBGKY approach was not used on
the classical mean-field limit, at least until very recently: see [17].



26 F. GOLSE

(2) Spohn’s derivation of the quantum mean-field limit by means of the BBGKY
hierarchy relies on the assumption that the interaction potential is V even (i.e.
satisfies (H1)) and that

V ∈ L∞(Rd) .
Therefore, this derivation did not include the physically interesting case of a repul-
sive Coulomb interaction between identical charged particles. This case was han-
dled later by Erdös and Yau [18] (see also [2]). While Spohn’s original argument
involved estimates in trace-norm (see lecture 3 for a definition of the trace of an
nonnegative operator on H) for the reduced density operators RN ∶k, one of the key
ideas in [18] was to use weighted trace-norms on RN ∶k(t) involving cross-derivatives
in the k-tuples of position variables.

(3) One of the shortcomings of the BBGKY approach is the lack of quantitative
information on the convergence rate obtained by this method. As explained above,
this method involves a uniqueness argument à la Cauchy-Kovalevska, which is there-
fore very far from a stability estimate.

For that reason, Rodnianski and Schlein [46] proposed a convergence rate es-
timate for the mean-field limit based on a formulation of the problem in a 2nd
quantization setting, in other words in the bosonic Fock space. They obtained
a O(1/√N) convergence rate, consistent with the estimate obtained in Theorem
2.9. We shall not give too many details on this approach, which requires being
acquainted with the fundamental notions of 2nd quantization (Fock space, cre-
ation/annihilation operators, number operator. . . ) Section 2 of [46] provides a very

clear introduction to this material. Suffices it to say that the O(1/√N) convergence
rate in [46] is obtained under the assumption that V satisfies (H1)-(H5) (exactly
as in Theorem 2.9).

(4) That the same assumptions (H1) and (H5) on the interaction potential appear
in the 2nd quantization approach [46], in the Knowles-Pickl result [36] and in the
quantum Klimontovich solutions approach [12] is hardly surprising, for the following
reasons. We have already explained in the paragraph following Theorem 2.9 be-
tween Pickl’s approach [45] and the the quantum Klimontovich solutions approach
[12].

Using the 2nd quantization approach as in [46] to prove the quantum mean-field
limit seems unnecessarily complicated, since the quantum dynamics corresponding
to the quantum Hamiltonian HN preserves the particle number N , whereas the
formalism of Fock spaces is specifically designed to handle situations where the
particle number varies (for instance due to disintegration). Since the quantum

dynamics e−itHN /h̵ leaves the particle number N invariant, the N -particle sector in
the Fock space is invariant under the dynamics considered in [46]. The restriction
of this dynamics to the N -particle sector corresponds precisely to the equation for
the quantum Klimontovich solution obtained in Theorem 2.5. More precisely, using
freely the notation in [46], one has

a∗(φ)a(φ) = 0⊕ ⊕
N≥1

NMin
N (∣φ⟩⟨φ∣)

for each φ ∈ H such that ∥φ∥H = 1. Consider the Hamiltonian in Fock space defined
by the formula

H ∶= 1
2m
h̵2∫

Rd
dx∇xa

∗
x ⋅ ∇xax +∬

R2d
dxdyV (x − y)a∗xa∗yayax ,
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where m is the mass of one particle. The (unbounded) operatorH defines a unitary

group e−itH/h̵ in Fock space leaving the N -particle sector invariant for each N ≥ 0.
Up to some appropriate rescaling of the time variable, and setting m = 1/N , the
restriction to the N -particle sector of

e−itH/h̵a∗(φ)a(φ)e+itH/h̵
is expected to coincide with

NMN(Nt)(∣φ⟩⟨φ∣) .
These remarks will be presented in detail in [23]; they provide the missing link
between the second quantization approach and the quantum Klimontovich solution
approach for the quantum mean-field limit.

(5) So far we have considered Hamiltonians of the form

HN =
N

∑
k=1

− 1
2m
h̵2∆xk + ∑

1≤k<l≤N

V (xk − xl) ,
in which the potential energy comes only from the binary interaction between the
particles. All the mathematical tools presented in this lecture apply to more general
Hamiltonians of the form

HN =
N

∑
k=1

(− 1
2m
h̵2∆xk +U(xk)) + ∑

1≤k<l≤N

V (xk − xl) ,
where U is an external potential acting separately on each particle. (In the case
of atomic physics, one could think of V (xk − xl) as the Coulomb repulsive inter-
action between electrons at the positions xk and xl, whereas U(xk) would be the
attracting potential exerted by the nuclei on an electron at the position xk.) We
shall not dwell on this matter any longer, and leave it to the reader to modify all
the statements in the present lecture in order to handle this more general class of
quantum Hamiltonians.

(6) There is also the problem of deriving a theory for fluctuations around the mean-
field limit, both for the classical and the quantum dynamics. This problem has
been studied in [14] in the classical case (for regular potentials). More recently, the
quantum analogue of this problem has been treated in [6] in the 2nd quantization
setting, and under the same assumptions as in [46]. It should be possible to express
this result in terms of quantum Klimontovich solutions (to avoid the unnatural
appearance of Fock’space in a problem where the particle number is constant): see
[31].

(7) In this lecture, we have discussed only the case of N bosons. However, in atomic
physics, electrons, which are fermions, are the interacting particles of interest. Be-
cause of the Pauli exclusion principle, the kinetic energy of N identical fermions in
a box of unit volume in R3 grows at least as N5/3. In order for the kinetic energy
and the potential energy in

N

∑
k=1

− 1
2m
h̵2∆xk + ∑

1≤k<l≤N

V (xk − xl)
to be of the same order of magnitude, the coupling constant in front of the potential
energy should be of order 1/N1/3, instead of 1/N as in the bosonic case. For this
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reason, we scale the time as t = N−1/3τ , which leads us to consider the scaled
Schrödinger equation

ih̵N1/3∂τΨN =
N

∑
k=1

− 1
2
h̵2∆xkΨN +

1

N1/3 ∑
1≤k<l≤N

V (xk − xl)ΨN .
Set ǫ ∶= N−1/3; multiplying both sides of the equation above by ǫ2 shows that

ih̵ǫ∂τΨN =
N

∑
k=1

− 1
2
h̵2ǫ2∆xkΨN +

1

N
∑

1≤k<l≤N

V (xk − xl)ΨN .
In other words, the mean-field limit for fermions corresponds to studying the equa-
tion above with N → ∞ and ǫ = N−1/3 → 0. Letting ǫ → 0 in the Schrödinger
equation above with h̵ = 1 corresponds to the classical limit of quantum mechanics.
Thus, the mean-field limit for fermions must involve mathematical techniques com-
bining both the classical limit and the mean-field limit for the Schrödinger equation,
in the distinguished asymptotics ǫ3N = 1. This topic will be studied in more details
in lecture 3.

Alternatively, one could keep the same scaling as for the bosonic mean-field limit
in the case of fermions, but this will lead to situations where the potential energy is
negligible compared to the kinetic energy of the N -fermion system. In this setting
however, one can check that the time-dependent Hartree-Fock equation naturally
appears in that limit — but of course, one should instead think of the mean-field
equation obtained in this way as an asymptotic correction to the (uninteresting)
free dynamics, so that the accuracy of the approximation becomes of interest in
this case. See [3, 4].

Otherwise, the mean-field limit forN fermions in the scaling for which the kinetic
and the potential energies are comparable, leading to the time-dependent Hartree,
or the time-dependent Hartree-Fock equations, has been studied in [9] and in [10, 7].
(Notice that these references use the formalism of 2nd quantization, as in (4) above,
but in the fermionic setting.)

3. Lecture 3: Mean-Field and Classical Limits
in Quantum Mechanics

Let us begin with the following diagram in order to explain what has been
achieved so far.

Schrödinger
N→∞
Ð→ Hartree

↓ ↓

h̵ → 0 ↘ h̵ → 0

↓ ↓

Liouville
N→∞
Ð→ Vlasov

The lower horizontal arrow corresponds to the limit studied in lecture 1, with con-
vergence rate expressed in terms of the Dobrushin inequality involving the Monge-
Kantorovich distance.

The upper horizontal arrow corresponds to the limit studied in lecture 2, with
convergence rate given by Theorem 2.7 — or by Theorem 2.9 in the Coulomb case.
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The first results on the joint mean-field and classical limit, i.e. the oblique arrow
in the diagram, without any distinguished limit scaling, are [32, 44].

3.1. Dynamics of N-Body Density Operators. First we recall the notion of
density operator in quantum mechanics. This is the quantum analogue of the notion
of distribution function in kinetic theory.

3.1.1. Quantum Density Operators. Let 0 ≤ T = T ∗ ∈ L(H) where H is a separable
Hilbert space, and (en)n≥1 a complete orthonormal system in H. The trace of T is
defined by the formula

traceH(T ) ∶= ∑
n≥1

⟨en∣T ∣en⟩ ∈ [0,+∞] .
One easily checks that the right hand side of this formula is independent of the
choice of the complete orthonormal system (en)n≥1 of H. (The notion of trace of
a nonnegative operator is analogous to the integral of a nonnegative measurable
function: it always exists as an element of [0,+∞].)

The set of density operators on H is

D(H) ∶= {R ∈ L(H) s.t. R = R∗ ≥ 0 and traceH(R) = 1} .
When H = L2(Rd), one should think of the set of density operators D(H) as the
quantum analogue of the set P(Rd ×Rd) of Borel probability measures on phase
space.

Example. If (ψn)n≥1 is an orthonormal system of wave functions, not necessarily
complete,

R = ∑
n≥1

λn∣ψn⟩⟨ψn∣ ∈ D(H) ⇐⇒ λn ≥ 0 and ∑
n≥1

λn = 1 .

The quantum analogue of P(Rd ×Rd) (the set of Borel probability measures on
phase space with finite second order moments) is the set of finite energy density
operators:

D2(H) ∶= {R ∈ D(H) s.t. traceH(R1/2(∣x∣2 −∆x)R1/2) <∞} .
(In this terminology, finite energy refers to the quantum harmonic oscillator

− 1
2m
h̵2∆x + 1

2
mω2∣x∣2 ,

where m is the particle mass and ω the oscillation frequency.)

In the case of systems of N indistinguishable particles moving in Rd, the relevant
density operators are symmetric N -particle density operators on the N -particle
Hilbert space HN = H⊗N ≃ L2(RdN) (if H = L2(Rd)).

The set of symmetric N -particle density operators is

Ds(HN) ∶= {RN ∈ D(HN) s.t. UσRNU∗σ = RN for all σ ∈SN} ,
where Uσ is the representation of the symmetric group SN in HN , defined by the
formula

UσΨN(XN) ∶= ΨN(xσ−1(1), . . . , xσ−1(N)) ,
for all ΨN ∈ HN .
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For each symmetric, N -particle density operator RN ∈ Ds(HN), one defines its
k-particle marginal RN ∶k ∈ Ds(Hk) as follows. If rN (XN , YN ) is an integral kernel3

of RN , its k-th marginal RN ∶k has integral kernel

rk(Xk, Yk) = ∫
Rd(N−k)

rN (Xk, Zk,N , Yk, Zk,N)dZk,N ,
where we recall that

Zk,N ∶= (zk+1, . . . , zN) .
Example. If RN = ∣ΨN ⟩⟨ΨN ∣ with ΨN ∈ HN symmetric, then RN ∈ Ds(HN) and
RN ∶1 is the first reduced density operator defined in Lecture 2.

Then we introduce the quantum dynamics of N -body density operators. First,
we recall the N -particle quantum Hamiltonian

N

∑
k=1

− 1
2m
h̵2∆xk + ∑

1≤k<l≤N

V (xk − xl) .
Pick a length scale ℓ > 0 and an energy scale W , and define dimensionless position
variables and interaction potential by the formulas

x̂k = xk
ℓ
, and V̂ (x̂k − x̂l) = V (xk − xl)

W
.

Then

1

NW
( N∑
k=1

− 1
2m
h̵2∆xk + ∑

1≤k<l≤N

V (xk − xl)) = N

∑
k=1

− 1
2
ǫ2∆x̂k +

1
N ∑

1≤k<l≤N

V̂ (x̂k − x̂l) ,
where ǫ is the dimensionless parameter defined by

ǫ2 ∶= h̵2

Nmℓ2W
≪ 1 .

Henceforth, dropping all hats on the scaled variables, we arrive at the dimen-
sionless Hamiltonian

(3) HN =
N

∑
k=1

− 1
2
ǫ2∆xk +

1
N ∑

1≤k<l≤N

V (xk − xl) ,
where

N ≫ 1 , and ǫ≪ 1 .

3If R ∈ D(H), then R1/2 is a Hilbert-Schmidt operator on H, and has therefore an integral

kernel r1/2 ≡ r1/2(x, y) ∈ L2(Rd
x ×Rd

y). Since R1/2 is self-adjoint, R has integral kernel

r(x, y) ∶= ∫
Rd

r1/2(x, z)r1/2(y, z)dz .
Of course, r can be modified on a Lebesgue negligible set, and this is why we speak of “an integral
kernel”. Notice however that the integral kernel r defined by the formula above has the following
remarkable property: by the Cauchy-Schwarz inequality

∫
Rd
∣r(x + h,x) − r(x, x)∣dx ≤ ∥r1/2∥L2(R2d) (∬

R2d
∣r1/2(x + h, z) − r1/2(x, z)∣2dxdz)1/2 → 0

as ∣h∣ → 0, by the continuity of the action of R2d by translation on L2(R2d). In other words, the

integral kernel r above is such that h ↦ r(x + h,x) belongs to C(Rd;L1(Rd)).This is a special
case of Lemma 2.1 (1) in [5]. In particular, one has

traceH(R) = ∫
Rd

r(x, x)dx ,
and the observation above justifies the existence of the integral in the right-hand side of this
identity.
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We have seen in lecture 2 assumptions on V such that the differential operator HN
above has a self-adjoint extension (obviously unbounded) on HN , still denoted HN .

In particular, by Stone’s theorem, e−
itHN
ǫ is a unitary group on HN . Starting from

RinN ∈ Ds(HN), we define

RN(t) = e− itHNǫ RinN e
+
itHN
ǫ ∈ Ds(HN) .

Example. For instance, if Rin = ∣ΨinN ⟩⟨ΨinN ∣ is the pure state associated with the
N -particle wave function ΨinN , then

RN(t) = e− itHNǫ (∣ΨinN ⟩⟨ΨinN ∣)e+ itHNǫ = ∣e− itHNǫ ΨinN ⟩⟨e− itHNǫ ΨinN ∣ .
3.2. Quantum-to-Classical Wasserstein Pseudo-Distance. We have seen in
lecture 1 how the mean field limit in classical mechanics could be couched in terms
of the Monge-Kantorovich, or Wasserstein distance of exponent 1.

In order to arrive at an analogous quantitative estimate for the joint mean-
field and classical limits represented by the diagonal arrow in the diagram at the
beginning of this lecture, we first construct an analogue of this metric. Of course
the conceptual difficulty is that one seeks to compare apparently unrelated objects,
namely a (classical) probability density on phase space Rd ×Rd, and a (quantum)
density operator on H = L2(Rd).
3.2.1. Coupling Quantum and Classical Densities. As always in the definition of
Monge-Kantorovich, or Wasserstein distances, the first task is to define a notion of
coupling of R ∈ D(H) and f ∈ P(Rd ×Rd). Such a coupling will be an operator-
valued map (x, ξ) ↦ Q(x, ξ) = Q(x, ξ)∗ ∈ L(H) ,
such that

Q(x, ξ) ≥ 0 , traceH(Q(x, ξ)) = f(x, ξ) , ∫
R2d

Q(x, ξ)dxdξ = R .
The set of all couplings of the probability density f and of the density operator R
is denoted C(f,R).
Example. The map

f ⊗F ∶ (x, ξ) ↦ f(x, ξ)R belongs to C(f,R) .
In particular, the set C(f,R) is never empty.

3.2.2. Pseudo-Distance Between Quantum and Classical Densities. Once a notion
of coupling between a classical and a quantum density has been defined, the next
task to fulfil in order to arrive at an analogue of the Monge-Kantorovich, or Wasser-
stein metric is to propose a notion of cost for transporting matter from the phase
space point at the position x with momentum ξ to the “quantum point” correspond-
ing to the position y and to the (rescaled) momentum −iǫ∇y. Of course, there are
no “quantum points”, but if one has in mind the square Euclidean distance between
phase space points, this immediately suggests the cost

cǫ(x, ξ) ∶= ∣x − y∣2 + ∣ξ + iǫ∇y∣2 .
At variance with the (classical) transport cost between two phase space points,
this new object is an (unbounded) operator-valued function of the classical phase
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space coordinates (x, ξ). More precisely, it is a harmonic oscillator in the quantum
position variable y, shifted in phase space by (x, ξ).
Definition 3.1. [26] For all f ∈ L1∩P2(Rd×Rd) and all R ∈ D2(H), the quantum-
to-classical Wasserstein pseudo-distance between R and f is defined by the formula

Eǫ(f,R) ∶= inf
Q∈C(f,R)

√
∫
R2d

traceH(Q(x, ξ) 1
2 cǫ(x, ξ)Q(x, ξ) 1

2 )dxdξ .
Notice the different normalizations of the transport cost cǫ in [26] and in the

present paper.
The quantity in the right-hand side of the formula above is always finite, as can

beween from the following elementary argument. First

cǫ(x, ξ) ≤ 2(∣x∣2 + ∣ξ∣2)IH + 2cǫ(0,0)
(this is an inequality between unbounded self-adjoint operators on H parametrized
by the phase space point (x, ξ)). Then, for each Q ∈ C(f,R), one has

∫
R2d

traceH(Q(x, ξ) 1
2 cǫ(x, ξ)Q(x, ξ) 1

2 )dxdξ
≤ 2∫

R2d
((∣x∣2 + ∣ξ∣2) traceH(Q(x, ξ)) + traceH(Q(x, ξ) 1

2 cǫ(0,0)Q(x, ξ) 1
2 ))dxdξ

= 2∫
R2d
(∣x∣2 + ∣ξ∣2)f(x, ξ)dxdξ + 2 traceH (cǫ(0,0) 1

2 ∫
R2d

Q(x, ξ)dxdξ cǫ(0,0) 1
2 )

= 2∫
R2d
(∣x∣2 + ∣ξ∣2)f(x, ξ)dxdξ + 2 traceH (cǫ(0,0) 1

2Rcǫ(0,0) 1
2 )

= 2∫
R2d
(∣x∣2 + ∣ξ∣2)f(x, ξ)dxdξ + 2 traceH (R 1

2 cǫ(0,0)R 1
2 ) <∞ ,

since f ∈ P2(Rd ×Rd) and all R ∈ D2(H). Finally, the inf in the definition of Eǫ is
finite since C(f,R) is nonempty.

One can prove that quantum-to-classical Monge-Kantorovich or Wasserstein
pseudo-distance satisfies the following triangle inequality.

Theorem 3.2 (Triangle inequality). For all f, g ∈ L1∩P2(Rd×Rd) and all density
operator R ∈ D2(H), one has

Eǫ(f,R) ≤ distMK,2(f, g) +Eǫ(g,R) .
See Theorem 3.5 in [28] for a proof of this important result. In particular, this

implies that the function f ↦ Eǫ(f,R) is a nonexpanding map from L1∩P2(Rd×Rd)
equipped with the Monge-Kantorovich or Wasserstein metric of exponent 2 to the
real line with its usual metric defined by the absolute value:

∣Eǫ(f,R) −Eǫ(g,R)∣ ≤ distMK,2(f, g) .
This property can be used to extend the definition ofEǫ(f,R) by a density argument
to the case where f ∈ P2(Rd ×Rd) is a probability measure and not a probability
density (with respect to the phase space Lebesgue measure).

Now, the pseudo-metric Eǫ remains somewhat mysterious, and it would be help-
ful to have examples for which Eǫ can be computed explicitly.

For instance, the Monge-Kantorovich, or Wasserstein distance between two Dirac
measures in phase space is easily computed (see Remark 7.5 (ii) in [50]):

distMK,p(δx1,ξ1 , δx2,ξ2) =√∣x1 − x2∣2 + ∣ξ1 − ξ2∣2 .
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(In other words, the Monge-Kantorovich, orWasserstein distance between two Dirac
measures is equal to the Euclidean distance between the phase space points where
the two Dirac measures are concentrated.) Another important example is the com-
putation of the Monge-Kantorovich, or Wasserstein distance of exponent 2 between
two Gaussian measures, for which an exact formula is known:

distMK,2(G1,G2)2 = ∣m1−m2∣2+ trace(A1)+ trace(A2)−2 trace((√A1A2

√
A1)1/2) ,

where G1 and G2 are two Gaussian probability measures on Rn with means m1

and m2, and with (nonsingular) covariance matrices A1 and A2. See Proposition 7
in [20].

Unfortunately, there are not so many analogous examples for which Eǫ can be
computed explicitly. By comparison, the Monge-Kantorovich, or Wasserstein dis-
tance distMK,2 is better understood than Eǫ. However, if it may be hard to compute
explicitly Eǫ, it is relatively easy to compare Eǫ to better known quantities. We
shall discuss two such comparison methods below.

3.2.3. Wigner and Husimi Transforms and Lower Bound for Eǫ. To each density
operator R, with integral kernel denoted r ≡ r(x, y), one can associate a phase space
function, called its Wigner transform, defined as follows:

Wǫ[R](x, ξ) ∶= 1
(2π)d ∫

Rd
e−iξ⋅yr(x + 1

2
ǫy, x − 1

2
ǫy)dy ∈R .

One easily checks that

∬
Rd×Rd

Wǫ[R](x, ξ)dxdξ = trace(R) = 1 .
This suggests the idea of thinking of Wǫ[R] as a distribution function in kinetic
theory, in other words a probability density in phase space. Unfortunately, it is easy
to find examples of density operators R for which Wǫ[R] is not a.e. nonnegative.
For instance, set

ψ(x) = 21/2π−1/4xe−x2/2 , x ∈R ,

and consider the density operator R = ∣ψ⟩⟨ψ∣. One easily checks that

Wǫ[R](0,0) = 1
2π ∫

R

ψ( 1
2
ǫy)ψ(− 1

2
ǫy)dy = − 1

πǫ
∥ψ∥2L2(R) < 0 .

For this reason, it is convenient to replace the Wigner transform with a non-
negative variant thereof, known as the Husimi transform, obtained in terms of the
Wigner function by the formula

W̃ǫ[R] ∶= eǫ∆x,ξ/4Wǫ[R] ≥ 0 .
See [40] for a presentation of these notions.

Theorem 3.3 (Lower bound for Eǫ). For all f ∈ L1 ∩P2(Rd ×Rd) and all density
operator R ∈ D2(H), one has

Eǫ(f,R)2 ≥max(dǫ , distMK,2(f, W̃ǫ[R])2 − dǫ) .
See Theorem 2.4 (2) in [26] for a proof of this inequality.

This inequality compares the somewhat mysterious quantity Eǫ(f,R) with the
better known Monge-Kantorovich, or Wasserstein distance of exponent 2 between f
and the Husimi transform of R, up to an error of order O(ǫ1/2). The main interest
in this inequality is that it holds in the greatest possible generality. In other words,
there is no restriction on either f or R for this inequality to hold.
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Conversely, it will be useful to have an upper bound for Eǫ in terms of the
Monge-Kantorovich, or Wasserstein distance. This involves the notion of Töplitz
quantization, or positive quantization, which is a kind of “approximate inverse” of
the Husimi transform.

3.2.4. Töplitz Quantization and Upper Bound for Eǫ. First, we recall the notion
of Schrödinger coherent state, or wave packet centered at the phase space point(q, p) ∈Rd ×Rd: ∣q + ip, ǫ⟩ = (πǫ)−d/4e−∣x−q∣2/2ǫeip⋅x/ǫ .
This formula is easily seen to define a normalized wave function on Rd.

Next, for each positive Borel measure on Cd ≃ Rd ×Rd, one defines the Töplitz
operator with symbol µ by the formula

OPTǫ (µ) ∶= 1
(2πǫ)d ∫

Cd
∣z, ǫ⟩⟨z, ǫ∣µ(dz) ≥ 0 .

Of course, at this level of generality OPTǫ (µ) is only defined as an unbounded
operator on H = L2(Rd). However, one easily checks that

OPTǫ (1) = IH
(where µ = 1 designates the Lebesgue measure on Cd ≃Rd ×Rd). Similarly

(2πǫ)dµ ∈ P(Rd ×Rd) Ô⇒ OPTǫ (µ) ∈ D(H) .
The interested reader is referred to Appendix B of [24] for a more detailed discussion
of these operators.

With this material, we arrive at the following upper bound on the classical-to-
quantum pseudo-distance Eǫ.

Theorem 3.4 (Upper bound for Eǫ for Töplitz density operators). Let f,µ belong
to P2(Rd ×Rd), with f ∈ L1(Rd ×Rd). Then the Töplitz operator

OPTǫ ((2πh̵)dµ) ∈ D2(H) ,
and

Eǫ(f,OPTǫ ((2πǫ)dµ))2 ≤ distMK,2(f,µ)2 + dǫ .
See Theorem 2.4 (1) of [26] for a proof of this upper bound.
Notice the difference between Theorems 3.4 and 3.3: in Theorem 3.4, the density

operator has to be a Töplitz operator, while in Theorem 3.3, there is no restriction
on the density operator. This observation is crucial for the next section, and for
the interest of the pseudo-distance Eǫ in the joint mean-field and classical limit
discussed in this lecture.

3.3. From N-body von Neumann to Vlasov. At this point, we have gathered
together the mathematical tools to study the joint mean field and classical limit
corresponding to the oblique arrow in the diagram presented at the beginning of
this lecture. Assuming that the interaction potential V has the same regularity as
in the Dobrushin inequality presented in Lecture 1, we shall obtain a quantitative
estimate for this limit in terms of the classical-to-quantum pseudo-distance Eǫ. It
is interesting to observe that this regularity assumption on V is the exactly same as
the one used to define the classical N -particle dynamics by means of the Cauchy-
Lipschitz theorem. In some sense, this assumption could be thought of as minimal
in order for this approach to the joint mean field and classical limit to be possible.
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Theorem 3.5. Assume that the interaction potential V satisfies assumptions (H1)-

(H2) of Lecture 1. Let Rǫ,N(t) = e− itHNǫ Rinǫ,Ne
+
itHN
ǫ , where

HN ∶=
N

∑
j=1

− 1
2
ǫ2∆xj +

1
N ∑

1≤m<n≤N

V (xm − xn) ,
and Rinǫ,N ∈ Ds2(HN). On the other hand, let f be the solution of the Vlasov equation

(∂t + ξ ⋅ ∇x)f(t, x, ξ) = ∇xVf (t, x) ⋅ ∇ξf(t, x, ξ) , x, ξ ∈Rd , t > 0 ,
where

Vf (t, x) =∬
Rd×Rd

V (x − y)f(t, y, η)dydη
is the mean field potential, with initial data f in ∈ L1 ∩P2(Rd ×Rd). Set

Γ ∶= 1 + 2max(1,2Lip(∇V )2) .
(1) Then, for each t ≥ 0 one has

Eǫ(f(t),Rǫ,N ∶1(t))2≤Eǫ((f in)⊗N ,Rinǫ,N)2
N

eΓt+
(2∥∇V ∥L∞)2

N − 1
eΓt−1
Γ

.

(2) If moreover Rinǫ,N = OPTǫ [(2πǫ)dN(f in)⊗N ], then
distMK,2(f(t), W̃ǫ[Rǫ,N ∶1(t)])2 ≤ dǫ(1 + eΓt) + (2∥∇V ∥L∞)2

N − 1
eΓt − 1

Γ
.

Sketch of the proof of Theorem 3.5. First we notice that (2) follows from (1) by
a straightforward application of Theorems 3.3 and 3.4. That the lower bound
in Theorem 3.3 applies to the most general finite energy densities is of utmost
importance for this argument, since virtually nothing is known on Rǫ,N(t), except
that it is a density operator. On the other hand, that the upper bound in Theorem
3.4 applies only to Töplitz densities is much less problematic, since it is used on
the initial data, which can be chosen accordingly.

It remains to prove (1). The idea is to follow the pattern outlined in the proof
of the Dobrushin inequality in Lecture 1.

Starting from a coupling Qinǫ,N ∈ C((f in)⊗N ,Rinǫ,N), define Qǫ,N(t,XN ,ΞN )to be
the solution of the Cauchy problem

∂tQǫ,N(t,XN ,ΞN ) + N

∑
j=1

(ξj ⋅ ∇xj −∇xVf (t, xj) ⋅ ∇ξj)Qǫ,N(t,XN ,ΞN )
+ i
h̵
[HN ,Qǫ,N(t,XN ,ΞN)] = 0

with initial data
Qǫ,N(0,XN ,ΞN ) = Qinǫ,N(XN ,ΞN) .

One easily checks that

Qǫ,N(t, ⋅, ⋅) ∈ C(f(t, ⋅, ⋅)⊗N ,Rǫ,N(t)) , t ≥ 0 .
To Qǫ,N(t,XN ,ΞN), we associate the function

D(t)= 1

N
∫
R2dN

traceHN (Qǫ,N(t,XN ,ΞN) 1
2 ch̵(XN ,ΞN )Qǫ,N(t,XN ,ΞN) 1

2 )dXNdΞN

and observe first that, by definition of Eǫ,

Eǫ((f(t, ⋅, ⋅))⊗N ,Rǫ,N(t))2
N

≤ D(t) .
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On the other hand, since Rinǫ,N ∈ Ds(HN), one easily checks that

D(t)=∫
R2dN

traceHN (Qǫ,N(t,XN ,ΞN ) 1
2 Jkch̵(xk, ξk)Qǫ,N(t,XN ,ΞN ) 1

2 )dXNdΞN

for each k = 1, . . . ,N , where we recall that

JkA ∶= I⊗(k−1)H
⊗A⊗ I⊗(N−k)

H
.

As a consequence

Eǫ(f(t, ⋅, ⋅),Rǫ,N ∶1(t))2 ≤ Eǫ((f(t, ⋅, ⋅))⊗N ,Rǫ,N(t))2
N

.

Finally, it remains to estimate D(t). A first observation is that

dD

dt
= 1
N∫

R2dN
traceHN (Qǫ,N(t,XN ,ΞN ) 1

2 dh̵(t,XN ,ΞN)Qǫ,N(t,XN ,ΞN ) 1
2 )dXNdΞN

where

dh̵(t,XN ,ΞN) = N

∑
j=1

(ξj ⋅ ∇xj −∇xVf (t, xj) ⋅ ∇ξj)ch̵(XN ,ΞN) + i
h̵
[HN , ch̵(XN ,ΞN )] .

(To see this, derive D(t) under the integral sign and the trace, use the equation
satisfied byQǫ,N(t,XN ,ΞN ), integrate by parts in all variables, and use the cyclicity
of the trace.)

One easily computes

dh̵(t,XN ,ΞN) = N

∑
j=1

(ξj + iǫ∇yj) ∨ (xj − yj)
+
N

∑
j=1

(ξj + iǫ∇yj) ∨ (∇xVf (t, xj) − 1
N

N

∑
k=1

∇V (yj − yk))
=
N

∑
j=1

(ξj + iǫ∇yj) ∨ (xj − yj)
+
N

∑
j=1

(ξj + iǫ∇yj) ∨ 1
N

N

∑
k=1

(∇V (xj − xk) − ∇V (yj − yk))
+
N

∑
j=1

(ξj + iǫ∇yj) ∨ (∇xVf (t, xj) − 1
N

N

∑
k=1

∇V (xj − xk)) ,
with the notation

(A1, . . . ,Ad) ∨ (B1, . . . ,Bd) = d

∑
n=1

(AnBn +BnAn) .
If An = A∗n and Bn = B∗n for n = 1, . . . , n, one has

(A1, . . . ,Ad) ∨ (B1, . . . ,Bd) ≤ d

∑
n=1

(A2
n +B

2
n) ,
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so that, using the Jensen inequality

dh̵(t,XN ,ΞN) ≤ ch̵(XN ,ΞN )
+
N

∑
j=1

((ξj + iǫ∇yj)2 + 1
N

N

∑
k=1

(∇V (xj − xk) −∇V (yj − yk))2)
+
N

∑
j=1

⎛⎝(ξj + iǫ∇yj)2 + (∇xVf (t, xj) − 1
N

N

∑
k=1

∇V (xj − xk))
2⎞⎠

≤ ch̵(XN ,ΞN )
+
N

∑
j=1

((ξj + iǫ∇yj)2 + 2Lip(∇V )2
N

N

∑
k=1

(∣xj − yj ∣2 + ∣xk − yk ∣2))
+
N

∑
j=1

⎛⎝(ξj + iǫ∇yj)2 + (∇xVf (t, xj) − 1
N

N

∑
k=1

∇V (xj − xk))2⎞⎠ .
Hence

dh̵(t,XN ,ΞN) ≤ ch̵(XN ,ΞN ) + N

∑
j=1

(2(ξj + iǫ∇yj)2 + 4Lip(∇V )2∣xj − yj ∣2)
+
N

∑
j=1

(∇xVf (t, xj) − 1
N

N

∑
k=1

∇V (xj − xk))2

≤ (1 + 2max(1,2Lip(∇V )2)ch̵(XN ,ΞN)
+
N

∑
j=1

(∇xVf (t, xj) − 1
N

N

∑
k=1

∇V (xj − xk))2 .
Thus

dD

dt
(t) ≤ (1 + 2max(1,2Lip(∇V )2)D(t)

+∫
R2dN

1
N

N

∑
j=1

( 1
N

N

∑
k=1

(∇xVf (t, xj) −∇V (xj − xk)))2 N

∏
k=1

ρf(t, xj)dxj ,
with the notation

ρf(t, x) ∶= ∫
Rd
f(t, x, ξ)dξ .

Observe that, for k /= l = 1, . . . ,N , one has

∫
R2dN

(∇xVf(t, xj)−∇V (xj − xk)) ⋅ (∇xVf (t, xj)−∇V (xj − xl)) N∏
k=1

ρf(t, xj)dxj =0
by definition of Vf . Hence

dD

dt
(t) ≤ (1 + 2max(1,2Lip(∇V )2)D(t)

+∫
R2dN

1
N3

N

∑
j,k=1

(∇xVf(t, xj) − ∇V (xj − xk))2 N

∏
k=1

ρf(t, xj)dxj
≤ (1 + 2max(1,2Lip(∇V )2)D(t) + 4∥∇V ∥2L∞

N
.
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By Gronwall’s inequality

Eǫ((f(t, ⋅, ⋅))⊗N ,Rǫ,N(t))2
N

≤ D(t) ≤ eΓtD(0) + eΓt − 1
Γ

4∥∇V ∥2L∞
N

.

The term D(0) in the right-hand side of the inequality above involves the initial
coupling Qinǫ,N ∈ C((f in)⊗N ,Rinǫ,N). Minimizing D(0) in Qinǫ,N implies that

Eǫ((f(t, ⋅, ⋅))⊗N ,Rǫ,N(t))2
N

≤ Eǫ((f in)⊗N ,Rinǫ,N)2
N

eΓt +
eΓt − 1

Γ

4∥∇V ∥2L∞
N

.

The interested reader is invited to complete the missing details after reading the
complete proof of Theorem 2.6 in [26]. �

3.4. Mean-Field and Classical Limits: Quantum Klimontovich Solutions.

The result presented in the previous section, i.e. Theorem 3.5 is very satisfying
because it justifies rigorously the joint mean-field and classical limit as 1

N
+ ǫ → 0

without any restriction on the rate at which 1
N

and ǫ tend to 0. For instance, we

do not assume any distinguished limit (such as ǫ = N−1/3 for instance). There are
however two shortcomings with this approach

(1) the interaction force field −∇V must be bounded and Lipschitz continuous, and
(2) the best convergence rate as 1

N
+ ǫ → 0 is achieved provided that the initial

N -particle density operator Rinǫ,N is of the form OPTǫ [(2πǫ)dN(f in)⊗N ].
There are serious difficulties in removing the restriction mentioned in (1); this

will be discussed in the next section. The restriction (2) on the initial data, is
less formidable. In fact, this can be done by using the formalism of quantum
Klimontovich solutions introduced in lecture 2.

The idea is again to start from the equation

iǫ∂t(MN(t) −Rψǫ(t))(A(t)) = −C[V,MN(t) −Rψǫ(t),MN(t)](A(t))
where ψǫ is the solution of the Hartree equation with semiclassical scaling

(4) iǫ∂tψǫ = − 1
2
ǫ2∆xψǫ + V ⋆x ∣ψǫ∣2ψǫ , ψǫ∣t=0 = ψinǫ .

We recall thatMN(t) is the quantum Klimontovich solution, while Rψǫ(t) is the
“chaotic morphism” associated to the Hartree solution ψǫ by Definition 2.6.

In the proof of Theorem 2.7, we have used the rather naive estimate

1

ǫ
∥MN(t)([Eω,A(t)])∥ ≤ 1

ǫ
∥[Eω ,A(t)]∥ ≤ 2

ǫ
∥A(t)∥ .

This estimate is clearly suboptimal if A(t) is a multiplication operator, since in
that case [Eω,A(t)] = 0. In general, one should try to use whatever cancellations
might appear in the commutator [Eω ,A(t)] in order to offset the growth caused
by the 1/ǫ factor. The key idea is to restrict the class of time-dependent operators
A(t) used in this estimate — specifically, one takes for A(t)Weyl pseudo-differential
operators4 conjugated by the dynamics of the time-dependent Schrödinger equation
with time-dependent mean-field potential V ⋆x ∣ψǫ(t, ⋅)∣2. The important estimate
is to be found in Lemma 4.1 in [27]; is consists of a bound for the quantity

N (t) ∶= max
1≤j≤d

(∥[xj ,A(t)]∥ + ∥[−iǫ∂xj ,A(t)]∥) .
4For a ≡ a(x, ξ) belonging to S(Rd ×Rd), one defines the Weyl operator with symbol a by the

duality formula

⟨ψ∣OPW
ǫ [a]∣φ⟩ ∶= ∬

Rd×Rd
Wǫ[∣φ⟩⟨ψ∣](x, ξ)a(x, ξ)dxdξ .
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One can check that

N (t) ≤ N (τ) +max(1,Γ2) ∣∫ t

τ
N (s)ds∣ ,

where

Γ2 ∶= max
1≤j≤d

d

∑
k=1

1
(2π)d ∫

Rd
∣ωj ∣∣ωk ∣∣V̂ (ω)∣dω ,

and conclude by Gronwall’s inequality. That such an estimate helps in controlling
the term 1

ǫ
∥[Eω ,A(t)]∥ follows from the elementary formula

[Eω ,A(s)] = ∫ 1

0
Eλω[iω ⋅ x,A(s)]E(1−λ)ωdλ .

Observe that if A(s) is a Weyl operator, the integrand is of order ǫ in operator
norm by the footnote above, provided that the symbol of A(s) has sufficiently many
bounded derivatives in x and ξ. This bound in operator norm is then propagated by
conjugation with the Hartree dynamics, which is a unitary operator. The interested
reader is referred to the proof of Lemma 4.1 in [27] for the missing details.

With this (fundamental) observation, one arrives at the following convergence
rate for the joint mean-field and classical limit. We shall need the following notation

∥f∥n,n,∞ ∶= max
max(∣α∣,∣β∣)≤n

∥∂αx ∂βx f∥L∞(Rd
x×R

d
ξ
)

for all f ∈ Cn,n
b
(Rd

x×R
d
ξ), the linear space of functions f ≡ f(x, ξ) such that ∂αx ∂

β
x f

exists and is continuous and bounded onRd
x×R

d
ξ for all multiindices α,β with length

at most n. We designate by Cn,n
b
(Rd

x ×R
d
ξ)′ the topological dual of Cn,n

b
(Rd

x ×R
d
ξ)

with the topology defined by the norm ∥ ⋅ ∥n,n,∞, and by ∥ ⋅ ∥′n,n,∞ the dual norm.

Specifically, for each linear functional L ∈ Cn,n
b
(Rd

x ×R
d
ξ)′, one defines

∥L∥′n,n,∞ ∶= sup
∥f∥n,n,∞≤1

∣⟨L,f⟩∣ .
Theorem 3.6. [27] Assume that V ∈ C0(Rd) satisfies (H1) and

V ∶= 1
(2π)d ∫

Rd
(1 + ∣ω∣)[d/2]+3∣V̂ (ω)∣dω <∞ .

Let HN be the scaled N -particle Hamiltonian (3), and set

Ψǫ,N(t, ⋅) ∶= e−itHN /ǫ(ψinǫ )⊗N .
Then, for each h̵ ∈ (0,1], each N ≥ 1 and each t ≥ 0

∥Wǫ[Rǫ,N ∶1(t)] −Wǫ[∣ψǫ(t, ⋅)⟩⟨ψǫ(t, ⋅)∣]∥′[d/2]+2,[d/2]+2,∞
≤ γd + 1√

N
exp(√dγdtetmax(1,Γ2)V)

for some constant γd depending only on the space dimension d.

This duality formula can be extended to the case where a ∈ S ′(Rd ×Rd) and defines OPW
ǫ [a] as

a continuous linear map from S(Rd) to S ′(Rd). One has OPW
ǫ [a]

∗ = OPW
ǫ [a]. The Calderón-

Vaillancourt theorem states that

∥OPW
ǫ [a]∥L(L2(Rd)) ≤ γd max

∣α∣,∣β∣≤[d/2]+1
∥∂αx ∂

β

ξ
a(x, ξ)∥L∞(Rd×Rd)

for some constant γd > 0 depending only on the space dimension d [13]. One has

[xm,OPW
ǫ [a]] = iǫOPW

ǫ [∂ξma] , [−iǫ∂xm ,OPW
ǫ [a]] = −iǫOPW

ǫ [∂xma] , m = 1, . . . , d .
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The interested reader is referred to section 4 of [27] for the detailed proof of this
result, which is somewhat technical.

3.5. From the Quantum Coulomb Gas to Pressureless Euler-Poisson. So
far in this lecture and in Lecture 1, we have dealt with regular (at least C1,1)
potential. The treatment of singular potentials at the end of Lecture 2 does not
seem compatible with the classical limit — observe indeed the presence of the 1/h̵
term in the exponential amplifying rate in Theorem 2.9 (3). In order to pass to the
limit in the quantum dynamical equation as both 1/N and ǫ tend to 0, we need
an estimate on the Coulomb force field replacing the Lipschitz continuity argument
used in the Dobrushin inequality.

First we recall the N -particle quantum Hamiltonian for the Coulomb gas:

HN =
N

∑
k=1

− 1
2
ǫ2∆xk +

1
N ∑

1≤k<l≤N

1∣xk − xl∣ .
By Kato’s theorem, the operator HN has an extension to HN = L2(R3N) as an
unbounded operator such that HN =H∗N .

Henceforth, we assume that the N -particle initial state is factorized, i.e. is of
the form

Ψinǫ,N ∶=
N

∏
j=1

ψǫ(xj) ,
where ψǫ is a normalized element of H. The N -particle wave function at time t is
therefore

Ψǫ,N(t, ⋅) = e−itHN /ǫΨinǫ,N .
(Indeed, e−itHN /ǫ is a unitary group on HN according to Stone’s theorem.)

In addition, we shall assume that the Wigner function of the initial single-particle
state satisfies

Wǫ[∣ψinǫ ⟩⟨ψinǫ ∣](x, ξ) → ρin(x)δ(ξ − uin(x))
in S′(R3 ×R3) as ǫ → 0. This type of phase space probability measure is referred
to as a “monokinetic” distribution.

Example. Perhaps the most famous example of (single-particle) wave function
leading to a “monokinetic” Wigner measure in the vanishing ǫ limit is the case of
WKB wave function:

ψinǫ (x) = ain(x)eiSin(x)/ǫ ,
with ∥ain∥L2(R3) = 1 and Sin ∈W 1,∞(R3) .
One easily checks that

Wǫ[∣ψinǫ ⟩⟨ψinǫ ∣](x, ξ) → ain(x)2δ(ξ − ∇Sin(x)) .
3.5.1. The Pressureless Euler-Poisson System. The target equation of interest here
is the following pressureless Euler-Poisson system. Its unknown is (ρ,u), where
ρ(t, x) ≥ 0 is the gas density and u(t, x) ∈R3 its velocity field. It reads⎧⎪⎪⎨⎪⎪⎩

∂tρ + divx(ρu) = 0 , ρ∣
t=0
= ρin ,

∂tu + u ⋅ ∇xu = −∇x 1
∣x∣
⋆x ρ , u∣

t=0
= uin .
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The Euler-Poisson system is related to the Vlasov-Poisson system by the following
observation: if (ρ,u) is a classical solution of the pressureless Euler-Poisson system,
the monokinetic phase space probability measure

f(t, x, ξ) ∶= ρ(t, x)δ(ξ − u(t, x))
is a solution of the Vlasov-Poisson system⎧⎪⎪⎪⎨⎪⎪⎪⎩

∂tf + ξ ⋅ ∇xf − ∇xVf(t, x) ⋅ ∇ξf = 0 ,
−∆xVf (t, x) = 4π∫

R3
f(t, x, ξ)dξ .

One easily proves the following local existence result for the pressureless Euler-
Poisson system.

Theorem 3.7 (Local Existence/Uniqueness for Euler-Poisson). Let uin ∈ L∞(R3)
be such that ∇xuin ∈H2m(R3), and let ρin ∈H2m(R3) satisfy

ρin(x) ≥ 0 for a.e. x ∈R3 , and ∫
R3
ρin(y)dy = 1 .

Then

(1) there exists T ≡ T [∥ρin∥H2m(R3) + ∥∇xuin∥H2m(R3)] > 0, and a unique solution(ρ,u) of the Euler-Poisson system such that

u ∈ L∞([0, T ] ×R3) while ρ and ∇xu ∈ C([0, T ],H2m(R3)) ;
(2) besides, for all t ∈ [0, T ], one has

ρ(t, x) ≥ 0 for a.e. x ∈R3 , and ∫
R3
ρ(t, y)dy = 1 .

This result is proved by a standard energy method (notice that ∇kxρ and ∇k+1x u

appear at the same order in this estimate; see [47] for more details).

3.5.2. From N -Body Schrödinger to the Euler-Poisson System. Our result on the
joint mean field and classical limit for the N -particle Coulomb gas (i.e. the oblique
arrow in the diagram at the beginning of Lecture 3) with monokinetic initial data
is summarized in the following theorem.

Theorem 3.8. [29] Let ρin ∈ H4(R3) ∩ P(R3) and uin ∈ L∞(R3)3 be such that
∇uin ∈H4(R3)3.

Let Ψinǫ,N = (ψinǫ )⊗N , with ∥ψǫ∥L2 = 1 satisfying

sup
0<ǫ<1
⟨ψinǫ ∣ ∣ǫDx∣4 ∣ψinǫ ⟩ <∞ , ⟨ψinǫ ∣ ∣ǫDx − u

in∣2 ∣ψinǫ ⟩→ 0

and

∬
R3×R3

(∣ψinǫ (x)∣2 − ρin(x))(∣ψinǫ (y)∣2 − ρin(y))∣x − y∣ dxdy → 0

as ǫ→ 0. Set

HN ∶=
N

∑
k=1

− 1
2
ǫ2∆xk +

1
N ∑

1≤k<l≤N

1∣xk − xl∣ ,
the N -particle quantum Hamiltonian for the Coulomb gas. Let

Ψǫ,N(t, ⋅) ∶= e itHNǫ Ψinǫ,N , Rǫ,N(t) = ∣Ψǫ,N(t, ⋅)⟩⟨Ψǫ,N(t, ⋅)∣ ,
and let Rǫ,N ∶1(t) be the first marginal (reduced density operator) of Rǫ,N(t).

Let (ρ,u) be the (classical) solution on [0, T ] ×R3 for some T > 0 of the pres-
sureless Euler-Poisson system with initial data (ρin, uin).
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Then, in the limit as ǫ + 1
N
→ 0, the reduced density operator of the N -particle

wave function Ψǫ,N(t) satisfies
Wǫ[Rǫ,N ∶1(t)](x, ξ) → ρ(t, x)δ(ξ − u(t, x)) in S′(R3) ,

and

∫
R3
Wǫ[Rǫ,N ∶1(t)]dξ → ρ(t, ⋅)

∫
R3
ξWǫ[Rǫ,N ∶1(t)]dξ → ρu(t, ⋅)

for the narrow topology of Radon measures on R3.

The conclusions of the theorem above can be recast as follows: in the limit as
ǫ + 1

N
→ 0, one has

∫
R3(N−1)

∣Ψǫ,N(t, ⋅,X2,N )∣2dX2,N → ρ(t, ⋅)
h̵∫

R3(N−1)
I (Ψǫ,N∇x1

Ψǫ,N) (t, ⋅,X2,N)dX2,N → ρu(t, ⋅)
for the narrow topology of Radon measures on R3.

The key new ingredient used in the proof of this theorem is the following re-
markable inequality, due to Serfaty [47].

For all ρ ∈ L∞(R3), all u ∈W 1,∞(R3)3 and all XN ∈R3N , set

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
F [XN , ρ] ∶=∬

x/=y

(µXN − ρ)(dx)(µXN − ρ)(dy)∣x − y∣ ,

G[XN , ρ, u] ∶=∬
x/=y

(u(x)−u(y))⋅(x−y)
∣x−y∣3

(µXN −ρ)(dx)(µXN −ρ)(dy) .

Serfaty’s Inequality

There exists C > 2 such that, for all ρ ∈ L∞(R3), all u ∈ W 1,∞(R3)3 and a.e.
XN ∈R3N

∣G[XN , ρ, u]∣ ≤ C∥∇u∥L∞FN [XN , ρ] + C

N1/3
(1 + ∥ρ∥L∞)(1 + ∥u∥W 1,∞) .

Besides, there exists C′ > 0 such that

F [XN , ρ] ≥ − C′

N2/3
(1 + ∥ρ∥L∞(R3)) .

With this inequality, Serfaty and Duerinckx proved that, if t ↦ (XN ,ΞN )(t) is
a solution of the N -body Newton equations with Coulomb repulsive potential such
that

1
N

N

∑
j=1

δxj(0) → ρin and
1

N

N

∑
j=1

ξj(0)δxj(0) → ρinuin

in the narrow topology as N →∞, then, for each t ∈ [0, T ], one has

µXN (t) ∶= 1
N

N

∑
j=1

δxj(t)→ρ(t, ⋅) and 1
N

N

∑
j=1

ξj(t)δxj(t)→ρu(t, ⋅) .
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To arrive at this result, Serfaty and Duerinckx obtained a Gronwall type inequality
for the classical modulated energy for Klimontovich solutions of the Vlasov equa-
tion, in other words, for the quantity

1
N

N

∑
j=1

∣ξj(t) − u(t, xj(t))∣2 + F [XN(t), ρ(t, ⋅)]
Serfaty’s inequality is used in a slightly different manner in the proof of the above

theorem.

Sketch of the proof. First, we define some appropriate modulation of the total en-
ergy of the quantum particles. With the notation

J1A = A⊗
N−1 terms³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
I ⊗ . . .⊗ I ,

we consider the quantity (modulated energy)

E[Ψh̵,N , ρ, u](t) ∶= ⟨Ψh̵,N(t)∣J1∣ − ih̵∇x − u(t, ⋅)∣2 ∣Ψh̵,N(t)⟩
+ ⟨Ψh̵,N(t)∣F [XN , ρ(t, ⋅)] ∣Ψh̵,N(t)⟩ .

Denoting Σ ∶= 1
2
(∇xu+(∇xu)T ) the deformation tensor, some fastidious (but easy!)

computations show that

d

dt
E[Ψh̵,N , ρ, u](t) + 2 ⟨Ψh̵,N ∣J1((ih̵∇x+u)TΣ(ih̵∇x+u)) ∣Ψh̵,N⟩

= 1
2
h̵2 ⟨Ψh̵,N ∣J1(∆x divx u(t, ⋅)) ∣Ψh̵,N ⟩ + ⟨Ψh̵,N ∣G[XN , ρ, u] ∣Ψh̵,N⟩ .

Using Gronwall’s and Serfaty’s inequalities, one arrives at the bound

0 ≤ E[Ψh̵,N , ρ, u](t) + C′

N2/3
(1 + ∥ρ∥L∞(R3))

≤ eCT ∥∇u∥L∞
⎛⎜⎜⎝E[Ψh̵,N , ρ, u](0)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

→0

+
C′

N2/3
(1 + ∥ρ∥L∞(R3))⎞⎟⎟⎠

+TeCT ∥∇u∥L∞
C

N1/3
(1 + ∥ρ∥L∞)(1 + ∥u∥W 1,∞)

+TeCT ∥∇u∥L∞ 1
2
h̵2∥∆x divx u∥L∞ .

By the lower bound in Serfaty’s inequality and the Cauchy-Schwarz inequality

E[Ψh̵,N , ρ, u](t) + C′

N2/3
(1 + ∥ρ∥L∞(R3))

≥ ∣⟨Ψh̵,N(t)∣J1(−ih̵∇x − u(t, ⋅)) ∣Ψh̵,N(t)⟩∣2 .
This implies the announced convergence to the momentum density.

The narrow convergence of the densities is the second important conclusion de-
duced from the modulated energy. It is specifically based on the properties of the
potential energy. Starting from the decomposition (left to the reader as an exercise)

1

4π∣x − y∣ =∫
∞

0
dr∫

R3
Gr(x−z)Gr(y−z)dz , with Gr(w) ∶= e

−
∣w∣2

2r

(2πr)
3
2

,
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one can prove that

∫
∞

ǫ
∥er∆/2ρh̵,N ∶1(t, ⋅) − ρ(t, ⋅)∥2L2dr

≤ ⟨Ψh̵,N(t)∣F [XN , ρ(t, ⋅)] ∣Ψh̵,N(t)⟩´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
→0

+O(N−2/3) ,
where

ρh̵,N ∶1(t, ⋅) ∶= ∫
R3(N−1)

∣Ψh̵,N(t, ⋅,X2,N)∣2dX2,N .

�

The interested reader is referred to [29] for the missing details.

3.6. Miscellaneous Remarks. (1) As already mentioned in Remark (7) at the
end of lecture 2, the mean-field limit for a gas ofN fermions with comparable kinetic
and potential energies involve a distinguished limit which is reminiscent of a joint
mean-field and classical limit (with ǫ = N−1/3 in space dimension 3). Hopefully,
the material presented in lecture 3 might become useful to a better understanding
of this case, which is of considerable importance, for instance in chemistry. The
interested reader should read [42] — see also [8].

(2) The method of [29] based on Serfaty’s inequality can be used to derive rigorously
the Vlasov-Poisson system from the Hartree equation in the Coulomb case and in
the monokinetic setting: see Proposition 2.4 in [29]. (This is the right vertical
arrow in the diagram at the beginning of lecture 3, in other words, the classical
limit of the Hartree equation leading to the Vlasov-Poisson system). This problem
has already been treated some time ago: see Theorem IV.5 in [40]. (See also
[8] in the case of regular potentials.) There is however a fundamental difference
between Proposition 2.4 in [29] and Theorem IV.5 in [40]. Indeed, Theorem IV.5
in [40] assumes that the Wigner transform of the states considered is bounded
in L∞([0, T ], L2(R3 × R3)). This incompatible with the monokinetic setting in
[29], where the Wigner functions considered converge to a Dirac distribution in the
momentum variable. Thus Proposition 2.4 in [29] and Theorem IV.5 in [40] both
establish the validity of the classical limit of the Hartree equation, but in radically
different asymptotic regimes.

(3) All the quantum dynamics considered here do not include any magnetic field.
The quantum-to-classical Wasserstein pseudo distance can also be used in the pres-
ence of an external magnetic field: see [11].

(4) Whether the results in [47] or in [29] can be extended beyond the monoki-
netic case is a major open question. What is at stake is a rigorous derivation of
the Vlasov-Poisson system starting from a classical or a quantum Coulomb gas,
a notoriously difficult and fundamental problem in the kinetic theory of charged
particles.
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