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Abstract

We study the long-time behaviour of a non conservative piecewise
deterministic measure-valued Markov process modelling the prolifera-
tion of an age-and-size structured population, which generalises the
“adder” model of bacterial growth. Firstly, we prove the existence of
eigenelements of the associated infinitesimal generator, which are used
to bring ourselves back to the study of a conservative Markov process
using a Doob h-transform. Finally, we obtain the exponential ergod-
icity of the process via drift-minorisation arguments. Specifically, we
show the “petiteness” of the compact sets of the state space. This
permits to circumvent the difficulties encountered when trying to con-
struct mixing trajectories at a fixed uniform time on an unbounded
two-dimensional space with only advection and degenerate jump terms.

Keywords: Exponential ergodicity, Harris’ Ergodic Theorem, Minorisation
condition, Non-conservative semigroups, Age-size structured equation,
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1 Introduction

The need to include age as a structuring variable in the description of popu-
lation dynamics has come to be a useful strategy for modellers searching to
account for non-Markovian behaviours in a Markovian setting. In particular,
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in the context of biological applications, the arising of high-throughput single-
cell techniques has allowed microbiologists to follow heterogenous populations
of isolated bacteria (where the structure is given by their length, biological
markers or any other observable) through time. Thereby, this also grants access
to the age structure and has put in evidence the non-trivial dependence of age
and other observables at the individual and population scales. The most recent
models of bacterial growing include then some sort of age variable, which might
not correspond exactly with the chronological age, but which might rather
evolve in time as a function of the individual traits. For example, in the adder
model of bacterial growth discussed in Example 1 below, the age corresponds
to the length added from the birth of the individual, so it grows along with
the size variable, but resets at 0 at each reproduction event. This age variable
still obeys a renewal equation, which justifies nonetheless its name. In this
regard, an important biological and mathematical question concerns the long-
time behaviour of such dynamics: whether a certain steady-state distribution
exists and the convergence rate towards it. Biologically, it allows to explain
the observation of homeostatic behaviours in experimental timescales. Mathe-
matically, it corresponds to the non trivial task of extending classical stability
results to a broader class of stochastic models, by studying the spectral and
ergodic properties of a certain family of operators.

In this spirit, we study the long-time behaviour of a stochastic process
modelling non-conservative population dynamics which are formalised as a
measure-valued process (Zt)t≥0 with values in the point measures over R2

+,
Mp(R2

+), which represents the age and size of the individuals. For every instant
t > 0 we can write

Zt =
∑

i≤⟨Zt,1⟩

δxi
, (1)

where xi = (ai, yi) denotes the vector trait of individual i, consisting in its
age ai and size yi. We assume that each cell in the population behaves
independently. The population then evolves in the continuous time through
two fundamental dynamics: growth and division. Whilst growth is assumed
to be deterministic, the division mechanism will account for the observed
stochasticity. We present below informally the main characteristics of these
two ingredients, which are formalised in Section 3:

• Growth and ageing: Between reproduction events, the variable x
evolves following the deterministic ODE

x′(t) = g(x(t)).

The function g : R2
+ → R2

+ represents the growth rate of the size and age
coordinates. We denote x 7→ φt(x) the deterministic flow induced by the
ODE with initial condition x (see Lemma 4 for the details), this is, the age
and size at time t of an individual of age and size x at time 0. For example,
if a coincides with the chronological age, and y grows exponentially at
rate λ, we will have g(a, y) = (1, λy) and φt(a, y) = (a + t, yeλt). More
interestingly, age and size can evolve in a dependent way. It is the case in
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Example 1 discussed further below: the adder model of bacterial growth.
There, the age corresponds to the size added since the last division, so that
age and size grow at the same rate. Therefore, if y grows exponentially
at rate λ, we have g(a, y) = (λy, λy) and φt(a, y) = (a+ yeλt − y, yeλt).

• Reproduction: Individuals divide independently. An individual of birth
state x = (a0, y0) at time t0 will reproduce at a random time t0 + T ,
where T is distributed according to

Px (T ≥ t) = exp

(
−
∫ t

0

β(φs(x))ds

)
.

The function β : R2
+ → R+ is called the reproduction rate. The value of

β(a, y) gives the infinitesimal probability by unit of time for an individ-
ual of age a and size y to reproduce. Then, when an individual of state
x reproduces, it gives birth to new individuals of age 0 and random size
Z, that depends on the value of x. The probability distribution of Z
conditional to x is characterised by the transition kernel k : R2

+ → R+,
which is a positive integrable function. Thus, the number of new indi-
viduals of size z produced by an individual of state x is proportional to
k(x, z)dz. In particular, the value of the integral

∫ +∞
0

k(x, z)dz gives
the total offspring produced by that individual. The age variable, on the
other hand, resets at 0 at each jump. This means that the transition
kernel over R2

+ is degenerate, of the form x 7→ δ0(da)⊗ k(x, z)dz.

Following the approach introduced by [22, 40], by using a pathwise repre-
sentation of Zt with respect to a Poisson point measure, we can prove that for
every f ∈ C1,1

b (R2
+), Zt decomposes as a semi-martingale of the form

⟨Zt, f⟩
def
=

∫
R2

+

f(x)Zt(dx) = ⟨Z0, f⟩+
∫ t

0

⟨Zs,Qf⟩ ds+ M f
t , (2)

where M f
t is a squared-integrable martingale, and Q is given for every

f ∈ C1,1
b (R2

+) by

Qf(x) = g(x)⊤∇f(x) + β(x)

(∫ ∞

0

f(0, z)k(x, z)dz − f(x)

)
∀x ∈ R2

+ (3)

In the following, we consider the extended version of the generator Q (see
for example Section 20.3.2 of [32]), associated to a domain D(Q) in which the
integral term is well defined. We recall that a function f is said to be in the
domain of the extended generator of Q if there exists a measurable function u
such that (

⟨Zt, f⟩ − ⟨Z0, f⟩ −
∫ t

0

⟨Zs, u⟩ ds
)

t

is a local martingale. In that case we will write Qf = u. This is a natural
definition since our starting point is the decomposition (2).
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Example 1 (The adder model) In the particular case of the bacterial prolif-
eration model that interests us, and that will be studied in Section 6, we
consider the dynamics of an age-size-structured population of E. coli bacteria
as a measure-valued process with values in Mp(X ), the point measures over
the state space X = {(a, y) ∈ R2

+ : 0 < a < y, y > 0}, where a represents the
added size and y the current size of each cell. This is, the age of a cell is given
by the difference between its current size and its initial size. Therefore, the
variable a is not a chronological age, and has actually length units. However,
it is indeed a variable that increases with time and is reset to zero after repro-
duction events. The importance of considering the added size as a structural
variable to accurately model the growing dynamics of E. coli has been strongly
suggested in the recent years by experimental works and statistical analysis
in unperturbed conditions [15, 37], but also in the case where the growth is
perturbed by anti-DNA antibiotics (unpublished work by J. Broughton, M. El
Karoui, S. Méléard and the author). The dynamics are driven by the generator

Qf(a, y) =λy (∂a + ∂y) f(a, y)

+ λyB(a)

(
2

∫ 1

0

f(0, ρy)F (ρ)dρ− f(a, y)

)
− d0f(a, y). (4)

In our previous notation this translates as g(a, y) = (λy, λy), β(a, y) = λyB(a),

and k((a, y), z) = 2 1
yF
(

z
y

)
1z≤y, where F has support in [0, 1]. The growth

dynamics correspond to an exponential elongation at constant rate λ > 0. The
second term in Q represents the divisions, which occur at rate λyB(a) where
B is a hazard function such that for every individual,

P (Added size at division ≥ a) = exp

(
−
∫ a

0

B(s)ds

)
.

Hence, the jump term reads as follows: a cell of size y and added size a divides
at rate λyB(a), and is replaced by two cells of added size 0 and sizes ρy and
(1− ρ)y respectively, where ρ is randomly distributed following the density F .
The third term represents deaths at a constant rate d0 > 0.

In the following we will study the much general model generated by (3).

Our goal is to obtain the long-time behaviour of the first-moment semi-
group Mtf(x) := Eδx [⟨Zt, f⟩], which describes the expected behaviour of the
population. In particular, we prove a Malthusian behaviour:

Mtf(x) = h(x)eλt ⟨π, f⟩+O
(
e(λ−ω)t

)
, (5)

which shows the convergence of e−λtMt towards a unique stationary measure
π at an exponential rate. The parameter λ > 0 is called the Malthus param-
eter and represents the growth rate of the population, so that e−λt allows to
rescale the mean population size as t → +∞. The function h propagates the
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effect of the initial structure of the population. The constant ω indicates the
convergence rate towards π.

Different methods have been developed during the recent years to prove this
behaviour: spectral methods, as reviewed in [34] (see for example [36] for an
application to a close model); others based on the study of the associated semi-
group by Harris’ theorem as proposed in some general frameworks by [3, 4, 8]
with recent applications in the models considered by [6, 10, 38]. We will follow
the latter methods, using the criteria established by Meyn and Tweedie [33],
namely: a petite-set condition (H1) and the existence of a Lyapunov function
(H2), as given in Theorem 1. This methods present an alternative to PDE tech-
niques, where criteria based on the probabilistic control of moments replace
the harder to obtain Poincaré-type inequalities.

We explore two directions left open in the previous applications, which rep-
resent also the sources of our major technical issues: first, the bi-dimensionality
of the dynamics, and second, the degeneracy of the transition kernel. Indeed,
the underlying stochastic process consists on unidimensional trajectories over
a two-dimensional space. Hence, to uniformly bound in probability the region
explored by these trajectories with respect to a non-degenerate measure is not
trivial. Similar difficulties have been found for other two-dimensional models
such as [11, 21, 39]. Here, we propose to construct explicit trajectories and to
average them in time with respect to a nice sampling measure. The inclusion
of time sampling allows to compensate the lack of stochasticity of the degen-
erate jump-transport dynamics on an unbounded state space. Indeed, it is not
trivial to find a fixed time t0 > 0 such that the trajectories originated from
any initial state mix uniformly on the support of some non-trivial measure of
the unbounded two-dimensional space X . However, if we authorise the time
t0 to be sampled from some probability distribution, chances are the uniform
exploration of the space will be easier to prove, as we show indeed later. More
technically, the utilisation of a petite-set condition instead of a small-sets one
is key to obtain the convergence in this setting.

Moreover, compared to the previous works mentioned above, the proba-
bilistic framework brings naturally to work with the operator Q instead of its
dual, as in the more classical PDE settings. Thus, this work lies also in the
framework of measure solutions as rigorously developed for example in [23] for
the one-dimensional conservative case. Moreover, only the existence of eigenele-
ments for Q is needed to be able to compute the Doob h-transform and use
Harris’ theorem. Then, the existence of the direct eigenfunction associated to
the classical PDE is a consequence of our main result. Our method is then in
the spirit of [8], where the authors could exploit known results of existence of
the dual eigenelements in the one-dimensional case provided by [2, 14]. In our
case, we will have to adapt the latter to the two-dimensional degenerate case
studied here.

In particular, we will apply our method to determine the exponential con-
vergence towards a stable size distribution in a bacterial proliferation model
called the adder model [24, 25, 30, 37]. Individual cells are structured by their
added size a which renews to 0 at each division, and their size y which evolves
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deterministically at exponential rate. The existence of a steady-state distri-
bution and its form was already known since [25], however the exponential
convergence could not be obtained using entropy methods by [24]. Since the
eigenelements of the generator are known in this case, by the direct applica-
tion of Theorem 1, our method permits to obtain the exponential convergence
while evading technical issues linked to the lack of compactness of the model,
which make a classic treatment by PDE and hypocoercivity methods harder
to prove and less general.

Finally, it is worth noticing that other models share similar dynamics with
the ones generated by (3). In an unrelated context, but fairly similar setting,
Piecewise Deterministic Markov Processes (PDMP) have been recently used
to sample target distributions in the framework of Markov Chain Monte Carlo
(MCMC) methods, as described for example in [19]. There, an important task
is to show good convergence rates of the MC-PDMP towards the target sta-
tionary distribution. Methods relying on drift-minorisation conditions, similar
to conditions (H1) and (H2) of Theorem 1, have been proven useful in that con-
text [5, 12, 20], where issues related to dimensionality and degeneracy might
also be encountered. Notice however that the processes considered in all these
contexts are always conservative.

Other biological models can also be generated by similar semigroups, so
their spectral and ergodic properties might be deduced from our results. For
example, the non-trivial uniform bound estimate for the population growth
rate established in Step 5 of the Proof of Proposition 5 relies mainly in the
assumption that the newborn sizes are almost surely smaller than the par-
ent size, without any additional requirements for the form of the kernel k. In
particular, we do not require conservation of mass y =

∫
k((a, y), z)dz, as in

classical size-structured models [14]. Therefore, the same arguments can be
used in general age-trait models that authorise only negative jumps for the
trait coordinate. Biologically, this could account for a trait evolving determin-
istically, and which is almost surely eroded or corrupted at each reproduction
event. This is the case, for example, in some telomere-shortening models [7].
In particular, Assumptions 2 give necessary conditions such that the growth
rate g compensates the fragmentation events arriving at each reproduction, in
order to preserve ergodicity.

2 Malthusian behaviour

We are interested in the average dynamics as given by first-moment semigroup
Mt defined for every test function f ∈ C1,1

b (R2
+) by:

Mtf(x) := E [⟨Zt, f⟩ |Z0 = δx] ∀x ∈ R2
+ (6)

Using Markov’s property it’s easy to see that Mt verifies the semigroup prop-
erty. However it is not a Markovian semigroup since it does not necessarily
preserve mass (we say it is non conservative). Moreover, using the semi-
martingale decomposition (2), we verify that Mt is the semigroup associated
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to the extended generator Q. This is, for every test function f ∈ C1,1(X ), it
is the weak solution of Kolmogorov’s equations

∂tMtf =MtQf = QMtf. (7)

Moreover, for any finite measure µ we define the dual semigroup as the measure
νMt given by:

(νMt)f := ν(Mtf) =

∫
X
Mtf(x)ν(dx)

So by definition we have (µMt)f = µ(Mtf) which we write as µMtf .
Our main result states the Malthusian behaviour of the semigroup by means

of Harris’ Ergodic Theorem as stated in Theorem 6.1 of [33], which we recall
below in Theorem 1.

Theorem 1 (V -uniform Ergodic Theorem (also known as Harris’ Ergodic
Theorem) (Theorem 6.1 of [33])) Let (Xt)t be a right-continuous Markov pro-
cess with values in some locally compact separable metric space E equipped
with its Borelian set B(E), and let A be the infinitesimal generator of X. We
call Pt the associated transition semigroup. If the two following conditions are
verified:
(H1) Minorisation condition for compact sets.

All compact sets of E are petite for a skeleton chain of X. This is,
for every compact set K ⊂ E there’s a probability mass distribution µ =
(µn)n∈N over N and some ∆ > 0 such that there exists a non-trivial
measure ν (which might depend on ∆ and µ) over B(E) that for every
x ∈ K gives the following lower bound:

⟨µ, δxP·f⟩ =
∑
n∈N

µnPn∆f(x) ≥ ⟨ν, f⟩ .

(H2) Foster-Lyapunov drift condition.
There exists a coercive function V , meaning that V (x) → +∞ as

||x|| → +∞, such that V (x) ≥ 1 for all x, and there exist some c > 0,
d <∞ such that

AV (x) ≤ −cV (x) + d ∀x ∈ E,

Then, there exist a unique non-trivial probability measure π and C,ω > 0 such
that for every x ∈ E and t ≥ 0

||δxPt − π||V ≤ CV (x) exp(−ωt), (8)

where the V -norm defined by

||µ||V := sup
g:||g||≤V

|⟨µ, g⟩|

is an extension of the total variation norm. In particular ||µ||1 = ||µ||TV.



Author Accepted Manuscript

8

Remark 1 The reader familiar with other versions of V -uniform ergodicity the-
orems, such as Theorem 20.3.2 of [32], the results of [17], or more the more
recently derived version of [26] might find that conditions (H1) and (H2) are
written in a slightly exotic way, even thought they are extracted without much
modification from source [33]. We address briefly these potential concerns.
First, it is worth noticing that petiteness condition (H1) is stressed for a skele-
ton chain on the process and not for the continuous-time process. This allows to
circumvent issues related to periodicity. A classical pathological example is the
clock process, defined by the deterministic semigroup Ptf(x) = f(xe2πit), for
x ∈ S1 = {z ∈ C : |z| = 1}, t ≥ 0. It consists on periodic orbits along S1. Since
even irrational skeleton chains are not mixing, it is not possible to establish a
uniform minorisation condition valid for all starting points of any fixed com-
pact set K of S1. Condition (H1) is therefore not verified by the clock process.
Notice, however, that for the uniform sampling measure µ(dt) = 1[0,1](t)dt,
the continuous-time semigroup Pt does verify Doeblin condition ⟨µ, δxP·⟩ ≥ ν,
for all x ∈ S1, with ν the uniform measure over S1. Thus the importance of
testing petiteness for the skeleton chains.

Second, condition (H2) is usually stated with an indicator function over
some petite set C, this is, as

AV ≤ −cV + b1C , (V4)

called drift condition (V4) in [32] and many later works. Indeed, from Section
5 of [17], it can be shown that if the function V is unbounded off petite sets,
i.e., if for every n ∈ N, the set {x ∈ X : V (x) ≤ n} is either empty or petite,
condition (V4) is equivalent to (H2). In our case, since V is coercive and that
by (H1), all compact sets are petite for some skeleton chain, we have that V is
unbounded off petite sets for that skeleton chain, and therefore an equivalent
discrete-time version of (V4) is verified for the skeleton (condition (DT ) of [17],
p. 1679). Theorem 5.1 of [17] shows finally that (DT ) and (V4) (called (D̃)
therein) are actually equivalent.

Notice that we need a Markovian (conservative) semigroup. To overcome
this problem, similarly as in [8], we perform a so-called Doob h-transform, to
obtain a conservative semigroup Pt with the dynamics of Mt. To do so, we
require first to have some pair (λ, h) such that Qh = λh and h > 0. Then,
using such pair we define

Ptf(x) :=
Mt(hf)(x)

eλth(x)
. (9)

Then we can come back the ergodic behaviour of (Mt)t≥0 by looking at the
limit of Mtf = eΛthPt (f/h). In particular, the generator associated with Pt

is given explicitly by Eq. (10).

Proposition 2 Suppose the existence of a pair (λ, h), λ > 0, h > 0 such
that Qh = λh. Then, Pt defined by Eq. (9) is a positive Markovian semigroup
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whose infinitesimal generator is given for f ∈ C1,1
b (R2

+) by

Af(x) = g(x)⊤∇f(x) + β(x)

(∫ ∞

0

[f(0, z)− f(x)]
h(0, z)

h(x)
k(x, z)dz

)
∀x ∈ R2

+

(10)

Proof By definition and evaluating at t = 0 we have:

Af(x) = ∂

∂t
Ptf

∣∣∣∣
t=0

(x)

=
MtQ(hf)

eλth
− λMt(hf)

eλth

∣∣∣∣
t=0

(x)

=
Q(hf)(x)

h(x)
− λf(x)

Then, using the value of Q applied to hf and that Qh = λh we get

Q(hf)(x)

h(x)
=
f(x)

h(x)
g(x)⊤∇h(x) + g(x)⊤∇f(x) + β(x)

(∫ ∞

0

h(0, z)f(0, z)
k(x, z)

h(x)
dz − f(x)

)
=
f(x)

h(x)

(
g(x)⊤∇h(x)− β(x)h(x)

)
+ g(x)⊤∇f(x)

+ β(x)

∫ ∞

0

h(0, z)f(0, z)
k(x, z)

h(x)
dz

=
f(x)

h(x)

(
λh(x)− β(x)

∫ ∞

0

h(0, z)k(x, z)

)
+ g(x)⊤∇f(x)

+ β(x)

∫ ∞

0

h(0, z)f(0, z)
k(x, z)

h(x)
dz

= λf(x) + g(x)⊤∇f(x) + β(x)

∫ ∞

0

[f(0, z)− f(x)]
h(0, z)

h(x)
k(x, z)dz

Finally, subtracting λf(x) we obtain the form of generator A. □

Hence, the work is structured as follows: first, in Section 3 we prove the
existence of a pair (λ, h) which solves the eigenvalue problem Qh = λh under
the Assumptions 1. The same set of assumptions allows us to prove the Doe-
blin condition (H1) in Section 4. We do not provide a general Foster-Lyapunov
condition (H2), suitable for our general case. However, we show its existence in
our application to a growth-fragmentation model in Section 5. This last model
has already been studied since the works of [25], and the exponential con-
vergence has been recently shown in [24] using Generalized Relative Entropy
techniques. Here, we show that the knowledge of the eigenelements (λ, h) for
the generator allows to provide a simpler proof of convergence using Harris’
theorem. Indeed, the arguments presented in Section 4 can be avoided when
the existence of eigenelements is known apriori, which might be the case in
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several practical applications. Nonetheless, our general method allows us to
give an answer to one of the perspectives listed by [24], who couldn’t gener-
alise their argument in the case of a general drift function g. Thus, our main
result reads as follows:

Theorem 3 (Exponential ergodicity) Under Assumptions 1 and if the
Lyapunov-Foster condition (H2) of Theorem 1 is verified for some coercive
function V : R2

+ → R+, there is a unique probability measure π such that
there exist constants C,ω,Λ > 0 which verify for every initial condition
µ0 ∈ Mp(R2

+) ∣∣∣∣e−Λtµ0Mt − ⟨µ0, h⟩π
∣∣∣∣
V
≤ C ⟨µ0, V ⟩ e−ωt. (11)

Moreover, π is absolutely continuous with respect to the Lebesgue measure.

3 Preliminary definitions and assumptions

We begin by recalling some useful properties of the deterministic flow, which
are classical results for an autonomous system of first order ODE (refer for
example to Theorem D.1 of [29]):

Lemma 4 (Flow properties and notations.) Let x ∈ R2
+. Consider g =

(g1, g2) ∈ C1(R2
+) and suppose that g1 > 0. The autonomous first-order system

of Ordinary Differential Equations (ODE)

du(t)

dt
= g (u(t)) , t ∈ R

u(0) = x
(12)

defines a unique flow φt : X ∋ x 7→ φt (x) ∈ X which is the solution u(t) of
(12) at time t with initial condition x ∈ X where X =

⋃
y≥0 Γ

+
(0,y) where Γ+

x

will be defined below. We write φt = (φt
1, φ

t
2) for the marginal flows of the age

and size. We define then Γ+
x = {φt(x), t ≥ 0} and Γ−

x = {φt(x), t ≤ 0} and
call Γx = Γ+

x ∪ Γ−
x the unique orbit passing through x. Moreover:

1. The flow is a group in the time variable: φtφs = φt+s = φsφt, φ0 = Id,
and has inverse (φt)

−1
= φ−t, which is the solution to the ODE u′(t) =

−g (u(t)).
2. The flow depends smoothly on the initial conditions: ∀t ∈ R, φt ∈ C1(R2

+).
We call Dφt(x) the Jacobian matrix of the flow with respect to the initial
condition.

3. For all fixed x = (a0, y0) ∈ X , if g1 > 0, then there is a unique function
Yx : R+ → R+ such that for all (a, y) ∈ Γx, we have Yx(a) = y. This
represents the size at a given age of an individual with initial condition
x. In other words, for all t ≥ 0,

φt (x) = (a(t), Yx(a(t))) .
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Moreover, Yx ∈ C1(R+) and it is solution of the first order one-
dimensional ODE

Y ′
x(a) =

g2(a, Yx(a))

g1(a, Yx(a))
; Yx(a0) = y0

Analogously, one defines its inverse function Ax(y) which gives the age
at size y for an individual with initial condition x, and hence verifies

φt (x) = (Ax(y(t)), y(t)) , t ≥ 0.

4. For all fixed x ∈ X , we write ϕx(t) := φt(x) as a function of time (from R
to R2

+). Then, the inverse function ϕ
−1
x : Γx → R such that ϕ−1

x (ϕx(t)) = t
is well defined. For every x0 ∈ X and x1 ∈ Γx0 we read ϕ−1

x0
(x1) as

the time needed along Γx0 to go from x0 to x1. Moreover if we write
x0 = (a0, y0), x1 = (a1, y1), this quantity is given by

ϕ−1
x0

(x1) =

∫ a1

a0

1

g1 (a, Yx0(a))
da =

∫ y1

y0

1

g2 (Ax0(y), y)
dy.

Importantly, for the set of assumptions given below, we have 0 <
ϕ−1
x0

(x1) <∞ for all x0 ∈ X \ {0} and x1 ∈ Γx0
.

Let us also consider the following probability space which well be useful to
compute and interpret some of the estimates which will be obtained below.

Definition 1 Consider a probability space (R+,B(R+),Px) in which the ran-
dom couple (T,Z) ∈ R+ × R+ gives the first jump time T and size Z after
this first jump of a trajectory beginning at x ∈ X . Hence, for all x ∈ X , the
couple (T,Z) has joint probability density

px(t, z) =
1

Cx
k(φt(x), z)ψ(t|x),

where the normalisation constant is given by

Cx =

∫ ∞

0

∫ ∞

0

k(φt(x), z′)ψ(t|x)dtdz′,

which is the mean number of offspring produced by an individual of initial
configuration x after its first jump, and

ψ(t|x) = β(φt(x)) exp

(
−
∫ t

0

β (φs(x)) ds

)
is the marginal probability density of the time of the first jump, conditionally to
the initial configuration x, and which is well defined for the set of assumptions
given below. We write Ex the associated expectation. Fig. 1 summarises the
definitions introduced in this section.
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x

Γ+
x

0

Z

a

y

T φT (x)

X
(T,Z) ∼ px

Γ−
x

Yx(0)

Fig. 1 Flow notations introduced in Lemma 4 and the probabilistic definition of the random
couple (T, Z) introduced in Definition 1.

Now, let us consider the following set of assumptions, whose biological
meaning and implications are commented below.

Assumptions 1 Assume that we have
(i) Smooth and uniformly controlled flow: g = (g1, g2) ∈ C1(R2

+), g1 > 0 and
there are some constants c0, c1, c2 > 0 such that for all (a, y) ∈ R2

+

g1(a, y) ≥ c0 a, g1(a, y) ≤ c1(1 + a), g2(a, y) ≤ c1(1 + y),

|∂agi(a, y)| ≤ c2(1 + a+ y), |∂ygi(a, y)| ≤ c2(1 + a+ y).

and for all y > 0, a ≥ 0, we have g2(a, y) ≤ g2(0, y).
(ii) Regular reproduction rate: β ∈ C(R2

+,R+), and B = β/g1 ∈ C(R2
+),

such that there are constants a∗, β−, β+ > 0 s.t. for all a > a∗y ≥ 0,
β− < B(a, y) < β+, and B(a, y) = 0 for all a ≤ a∗.

(iii) Regular transition kernel: For all z ≥ 0, x 7→ k(x, z) is a continuous
function on R2

+, and for all x ∈ R2
+, z 7→ k(x, z) is a continuous func-

tion on R+. The total offspring of individuals of trait x is ||k(x, ·)||1 :=∫ +∞
0

k(x, z)dz with 1 < ||k(x, ·)||1 ≤ K̄ for all x ∈ R2
+. In particular, we

consider two distinct cases:
(a) Fragmentation kernel: For all a ≥ 0, supp k(a, y, ·) ⊆ (0, y).
(b) Compactly supported mutational kernel: It exists a compact set S ⊂

R+ such that for all a ≥ 0, supp k(a, y, ·) ⊆ S, and some interval
I ⊂ R+ and ϵ0 > 0 such that for all y ∈ S and z ∈ S∩Bϵ0(y), the open
ball of radius ϵ0 around y, we have I ⊂ {a > 0 : β(a, y)k(a, y, z) > 0}.

(iv) Lower bounded transition kernel: For all fixed value of z > 0, there exists
some non-empty open interval D(z) with length bounded between δ− and
δ+, both independent of z, and a positive value ε(z) such that for all
x ∈ R2

+, k(x, z) > ε(z)1D(z)(x).

We comment on the meaning of these assumptions. Assumption 1-(i)
ensures that the size and age do not explode in finite time. The control on
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the derivatives will also allow to control the influence of the initial conditions
on the flow (Lemma 3.1.2). Assumption 1-(ii) allows to write the division rate
as β(x) = g1(x)B(x) where function B should be interpreted as an “age haz-
ard rate”, a generalisation of the adder division rate introduced in Example 1.
Thus, we allow ourselves to have unbounded division rates, provided that the
age hazard rate B is bounded, which will allow to control nonetheless the
law of ages at division. Biologically this has been interpreted as individuals
not perceiving actual time, but rather their own biological age, upon which
the division event is decided [37]. The parameter a∗ is the minimal division
age. It imposes that it is not possible to divide immediately after birth. For
ages bigger than a∗, the bounds on B allow to stochastically bound the age
at division between two exponential random variables of rate parameter β−
and β+. Assumption 1-(iii) imposes inexact cell divisions which always give
a bounded number of individuals, but almost surely more than 1, which sets
us in the supercritical case. The two considered cases bring together a broad
family of transition kernels used in similar models. In particular the assump-
tions concerning the mutational kernel are inspired from [36]. Importantly, the
compactness is needed to prove the existence of the eigenelements of Q but
not for the Doeblin minorisation, which holds in more general cases. In this
line, Assumption 1-(iv) is key to obtain the Doeblin minorisation condition
and generalises similar requirements needed in the one-dimensional case, such
as Eq. (8) of [8] for auto-similar fragmentation kernels, and Eq. (10) of [9], or
Assumption (A4) of [36] for general non-local mutation-type kernels. Finally,
a major difference with respect to classical size-structured models, is that we
do not require conservation of mass during reproduction events.

4 Existence of the eigenelements of Q
Now, in order to bring ourselves to the conservative setting, we begin by
showing the existence of some pair of eigenelements for Q.

Proposition 5 (Existence of eigenelements) Under Assumptions 1, there exist
a positive constant λ > 0 and a positive function h ∈W 1,∞

loc (X ) such that

Qh = λh.

To do so, we can reformulate the eigenvalue problem as a one-dimensional
fixed point problem. This is a classical strategy and other applications in two-
dimensional spaces can be found for example in [13, 24, 27]. In particular,
we follow closely the arguments of [13] which corresponds to the case g1 ≡ 1
with a fragmentation kernel and with additional confinement assumption in
the drift term which would allow us to work in a compact interval in one of
the two dimensions. We generalise this approach here.
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Lemma 6 (Reformulation as a renewal equation) Any pair (λ, h) such that
λ > 0 and h ∈W 1,∞

loc (X ) is solution almost everywhere to Qh = λh and verifies

lim
t→+∞

h(φt(x)) exp

(
−
∫ t

0

β (φs(x)) ds− λt

)
= 0 (13)

if and only if it verifies the renewal formula

h(x) =

∫ ∞

0

h(0, z)Kλ(x, z)dz, (14)

where

Kλ(x, z) = Cx

∫ ∞

0

e−λt px(t, z)dt (15)

Remark 2 Using Definition 1 we can then write Eq. (14) as

h(x) = Cx Ex[h(0, Z)e
−λT ]. (16)

Proof of Lemma 6. We proceed by the method of integration along charac-
teristics. First of all, take h ∈ W 1,∞

loc (X ) and fix some x ∈ X and λ ≥ 0. We
study Rh,λ

x : R+ → R defined by

Rh,λ
x (t) := h(φt(x)) exp

(
−
∫ t

0

β (φs(x)) ds− λt

)
, t ≥ 0.

It is clear thatRh,λ
x is in L1

loc(R+). We show now that it is weakly differentiable.
At least formally, we have that

∂

∂t
Rh,λ

x (t)

=
(
∇h(φt(x))⊤g(φt(x))− (β(φt(x)) + λ)h(φt(x))

)
exp

(
−
∫ t

0

β (φs(x)) ds− λt

)
,

(17)

which is well defined and in L1
loc(R+) since h ∈ W 1,∞

loc (X ), and g and β are

also locally bounded from Assumptions 1. Therefore Rh,λ
x ∈W 1,∞

loc (R+). Now,
using the definition of Q we get whenever h ∈ D(Q),

∂

∂t
Rh,λ

x (t)

=

(
Qh(φt(x))− λh(φt(x))− β(φt(x))

∫ ∞

0

h(0, z)k(φt(x), z)dz

)
e−

∫ t
0
β(φs(x))ds−λt.
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• Qh = λh ∩ (13) =⇒ (14) : Now, suppose that (λ, h) is solution a.e. to
Qh = λh. Then, for almost every t

∂

∂t
Rh,λ

x (t) = −β(φt(x))e−
∫ t
0
β(φs(x))ds−λt

∫ ∞

0

h(0, z)k(φt(x), z)dz

= −Cxe
−λt

∫ ∞

0

h(0, z)px(t, z)dz, (18)

which is well defined and integrable over (0,+∞) by Assumptions 1, and since
the eigenfunction h must be in the domain of the extended generator, so the
integral term is well defined. Now, suppose that Eq. (13) is also verified. Then,
integrating Eq. (18) in (0,+∞) and using the decay condition Eq. (13) results
into

h(x) =

∫ +∞

0

Cxe
−λt

∫ ∞

0

h(0, z)px(t, z)dz dt

which, by Fubini, gives exactly Eq. (14).
• (14) =⇒ Qh = λh ∩ (13) : Finally, suppose that we have Eq. (14). Then

we have:

h(φt(x)) =

∫ ∞

0

h(0, z)Kλ(φ
t(x), z)dz

=

∫ ∞

0

∫ ∞

0

h(0, z)k(φt+s(x), z)β(φt+s(x)) exp

(
−
∫ t+s

t

β (φu(x)) du− λs

)
dsdz

=

(∫ ∞

0

∫ ∞

0

h(0, z)k(φs(x), z)β(φs(x)) exp

(
−
∫ s

0

β (φu(x)) du− λs

)
dsdz

−
∫ ∞

0

∫ t

0

h(0, z)k(φs(x), z)β(φs(x)) exp

(
−
∫ s

0

β (φu(x)) du− λs

)
dsdz

)
× exp

(∫ t

0

β (φu(x)) du+ λt

)
Therefore, using Eq. (14) again to replace the double integrals of the RHS we
obtain:

Rh,λ
x (t) = h(φt(x)) exp

(
−
∫ t

0

β (φs(x)) ds− λt

)
= h(x)−

∫ ∞

0

∫ t

0

h(0, z)k(φs(x), z)ψ(s|x)e−λsdsdz

(19)

As t→ +∞, the improper integral in the RHS of Eq. (19) converges towards

lim
t→+∞

∫ ∞

0

∫ t

0

h(0, z)k(φs(x), z)ψ(s|x)e−λsdsdz =

∫ ∞

0

h(0, z)Kλ(x, z)dz = h(x),

from which we obtain Eq. (13). Moreover, supposing that h ∈W 1,∞
loc (X ), from

the previous analysis, we have that Rh,λ
x ∈W 1,∞

loc (R+), so by differentiation of
Eq. (19) we obtain almost everywhere,

∂

∂t
Rh,λ

x (t) = −
∫ ∞

0

h(0, z)k(φt(x), z)ψ(t|x)e−λtdz
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Hence, a comparison with Eq. (17) gives that h ∈ D(Q), and for all x ∈ X and
t > 0 we have almost everywhere Qh(φt(x))− λh(φt(x)) = 0, or equivalently,
Qh = λh almost everywhere in X . □

Remark 3 In particular the function η(y) := h(0, y) defined for all y ≥ 0 is
solution to the fixed point problem

η(y) =

∫ ∞

0

η(z)Kλ(0, y, z)dz. (20)

Therefore we will consider the operator Gλ defined for f ∈ C1(R+) by

Gλf(y) =

∫ ∞

0

f(z)Kλ(0, y, z)dz ∀y > 0. (21)

We also introduce the operator Jλ : M(R+) → M(R+) which for any Radon
measure ν supported in R+ gives

Jλν =

(∫ ∞

0

Kλ(0, z, y)ν(dz)

)
dy (22)

and verifies the duality property below:

Proposition 7 For every λ ≥ 0, Jλ is the adjoint operator of Gλ.

Proof Let f ∈ C(R2
+) and ν ∈ M(R2

+). By Fubini’s Theorem,

⟨ν,Gλf⟩ =
∫ ∞

0

(∫ ∞

0

f(z)Kλ(0, y, z)dz

)
ν(dy)

=

∫ ∞

0

f(z)

(∫ ∞

0

Kλ(0, y, z)ν(dy)

)
dz = ⟨Jλν, f⟩ .

□

Remark 4 From Eq. (16), we can write

Gλf(y) = C(0,y) E(0,y)[f(Z)e
−λT ].

where again C(0,y) = ||K0(0, y, ·)||1 is the mean number of offspring produced
by an individual of initial size y after its first jump.

Proof of Proposition 5 We aim to prove that there is a unique λ > 0 for which
the operator Gλ admits a unique fixed point h(0, ·). The pair (λ, h) is then
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solution to the eigenproblem Qh = λh. This will be proven by means of Krein-
Rutman’s theorem. In order to be able to apply this theorem we need to
work with a strictly positive compact operator. For the compactly supported
mutational kernel it is immediately the case, however it is not the case for Gλ

with a fragmentation kernel. Thus, we shall follow a standard approximation
scheme for the proof which is structured as follows:
1. We define a truncated version of Gλ which by Arzéla-Ascoli’s theorem we

prove to be a positive compact operator in the Banach space of continuous
functions.

2. We apply Krein-Rutman theorem to prove that for each λ ≥ 0 the trun-
cated operator admits a unique eigenvalue µλ ≥ 0 and suitably normalised
eigenfunction hλ ≥ 0.

3. We prove that there exists a unique λ0 > 0 such that µλ0 = 1
4. We prove that the value of λ0 is uniformly bounded for all the members

of the family of truncated operators.
5. We pass to the limit and show that the limit eigenelements (λ0, hλ0

) of
the family of truncated operators are indeed solution to the fixed point
problem.

Note that the proof is also valid for the compact mutational kernel which
verifies Assumption 1-(iii)-(b), but in that case neither the truncation nor the
uniform estimates are needed.
Step 1 : Construction of the truncated operator.
For each R > 0 let GR

λ : C1([0, R]) → C1([0, R]) defined for all λ > 0, for
f ∈ C1([0, R]) by

GR
λ f(y) =

∫ R

0

f(z)KR
λ (0, y, z)dz ∀y ∈ (0, R) (23)

with

KR
λ (0, y, z) =

∫ ∞

0

(
k(φt(0, y), z) +

1

R

∫ ∞

R

k(φt(0, y), ζ)dζ

)
ψ(t|(0, y))e−λtdt

We require to add the uniform correction z 7→ 1
R

∫∞
R
k(φt(0, y), ζ)dζ in order

to endorse the strict positivity of the operator. Indeed, for all y ∈ [0, R], from
Fubini’s theorem, Assumption 1-(iii) and Jensen’s inequality we obtain∫ R

0

KR
λ (0, y, z)dz =

∫ ∞

0

(∫ ∞

0

k(φt(0, y), z)dz

)
ψ(t|(0, y))e−λtdt

>

∫ ∞

0

e−λtψ(t|(0, y))dt

≥ exp
(
−λE(0,y) [T ]

)
.

Moreover, Assumption 3.3-(ii) gives that

0 < E
[
ϕ−1
(0,y)

(
A−, Y(0,y)(A−)

)]
≤ E(0,y) [T ] ≤ E

[
ϕ−1
(0,y)

(
A+, Y(0,y)(A+)

)]
< +∞
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where A− (respectively A+) follows an Exponential distribution of parameter
β− (respectively β+). Therefore for all positive f ∈ C1([0, R]), GR

λ f > 0.
Moreover, if in analogy with Definition 1, we define for all R > 0 the random
couple (TR, ZR) ∈ R+×[0, R] such that under P(0,y) they have joint probability
density

pR(0,y)(t, z) =
1

C(0,y)

(
k(φt(0, y), z) +

1z≤R

R

∫ ∞

R

k(φt(0, y), ζ)dζ

)
ψ(t|(0, y)),

then we can write

GR
λ f(y) = C(0,y) E(0,y)[f(ZR)e

−λTR1ZR≤R]. (24)

Step 2 : Existence of the eigenelements of GR
λ .

We begin by proving that for all ε > 0, λ ≥ 0 and R > 0, GR
λ is compact. We

show that for every sequence (fn)n in the unit ball of C([0, R]) there exists
a subsequence of

(
GR
λ fn

)
n

which converges in C([0, R]) equipped with the
uniform norm.
i. Uniform bound: For all y ∈ (0, R), f in the unit ball of C[0, R] we have

from Eq. (24):

GR
λ f(y) ≤ C(0,y)||f ||∞ ≤ K̄

ii. Equicontinuity: Since g1 ∈ C1(R2
+) and is strictly positive, and k

is continuous in the first two variables, we have that for every λ ≥ 0,
(y, z) ∈ [0, R] × [0, R] 7→ Kλ(0, y, z) is an uniformly continuous func-
tion on [0, R] × [0, R]. Therefore for all λ ≥ 0 and ε > 0 there exists
δ > 0 such that if |y1 − y2| + |z1 − z2| < δ for y1, y2, z1, z2 ∈ [0, R],
then |Kλ(0, y1, z1)−Kλ(0, y2, z2)| < ε/R. Hence, for all f in the unit ball,
y1, y2 ∈ [0, R] such that |y1 − y2| < δ we have:∣∣GR

λ f(y1)− GR
λ f(y2)

∣∣ ≤ ∫ R

0

|f(z)||Kλ(0, y1, z)−Kλ(0, y2, z)|dz < ε

independently on y1, y2.
Finally, by Ascoli’s criterium, there exists a convergent subsequence of(
GR
λ fn

)
n
and so the operator GR

λ is strictly positive and compact for the uni-
form topology of C([0, R]). Therefore, by Krein-Rutman theorem [35] there
exists a unique triplet of a positive real value µR

λ > 0, function ηRλ > 0 con-
tinuous on [0, R], and a positive Radon measure νRλ supported on [0, R] such
that

GR
λ η

R
λ = µR

λ η
R
λ (25)

J R
λ ν

R
λ = µR

λ ν
R
λ , νRλ ([0, R]) = 1 (26)〈

νRλ , η
R
λ

〉
R
= 1, (27)

where we denote ⟨ν, f⟩R =
∫ R

0
f(y)ν(dy).
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Step 3 : Existence and uniqueness of λ0 > 0 such that µR
λ0

= 1

We show that the mapping λ 7→ µR
λ is a continuous strictly decreasing func-

tion which goes through the value of 1 at some point. First, note that from
Equations (25) and (27), we have〈

νRλ ,GR
λ η

R
λ

〉
R
= µR

λ (28)

We prove that λ 7→
〈
νRλ ,GR

λ η
R
λ

〉
R

is differentiable continuous and decreasing.

Let us consider the derivatives in the sense of distributions ∂λν
R
λ and ∂λη

R
λ .

We show below that λ 7→
〈
νRλ ,GR

λ η
R
λ

〉
R
is actually strongly differentiable with

respect to λ as it has the same regularity as λ 7→ GR
λ f . First, by dominated

convergence, differentiating under the integral sign on Eq. (24) gives for every
f ∈ C1([0, R]),(

∂λGR
λ

)
f(y) = −C(0,y) E(0,y)[f(ZR)TRe

−λTR1ZR≤R]. (29)

Then, by differentiating under the duality brackets, and using the duality
between G and J with (25) and (26), we obtain

∂λµ
R
λ =

〈
∂λν

R
λ ,GR

λ η
R
λ

〉
+
〈
νRλ ,GR

λ

(
∂λη

R
λ

)〉
+
〈
νRλ ,

(
∂λGR

λ

)
ηRλ
〉

=
〈
∂λν

R
λ ,GR

λ η
R
λ

〉
+
〈
J R
λ ν

R
λ , ∂λη

R
λ

〉
+
〈
νRλ ,

(
∂λGR

λ

)
ηRλ
〉

= µR
λ

(〈
∂λν

R
λ , η

R
λ

〉
+
〈
νRλ , ∂λη

R
λ

〉)
+
〈
νRλ ,

(
∂λGR

λ

)
ηRλ
〉

= µR
λ ∂λ

〈
νRλ , η

R
λ

〉
+
〈
νRλ ,

(
∂λGR

λ

)
ηRλ
〉

Eq. (27) gives ∂λ
〈
νRλ , η

R
λ

〉
= 0, and therefore ∂λµ

R
λ =

〈
νRλ ,

(
∂λGR

λ

)
ηRλ
〉
, i.e.,

∂λµ
R
λ = −

∫ R

0

C(0,y) E(0,y)

[
ηRλ (ZR)TRe

−λTR1ZR≤R

]
νRλ (dy) (30)

Since all the integrands are non-negative we have ∂λµ
R
λ < 0. So λ 7→ µR

λ is
a continuous strictly-decreasing function. Moreover, doing λ = 0, integrating
Eq. (26), using Fubini’s theorem to integrate first in the z variable, and using
Assumption 1-(iii), we obtain

µR
0 =

∫ R

0

J R
0 ν

R
0 (dz)

=

∫ R

0

∫ R

0

∫ ∞

0

(
k(φt(0, y), z) +

∫∞
R
k(φt(0, y), ζ)dζ

R

)
ψ(t|(0, y))dt νR0 (dy) dz

=

∫ R

0

∫ ∞

0

(∫ ∞

0

k(φt(0, y), z)dz

)
ψ(t|(0, y))dt νR0 (dy) > 1

On the other hand, doing λ → ∞, passing to the limit under the expecation
of Eq. (24) we get for every f ∈ C([0, R]), GR

λ f → 0 uniformly as λ → ∞. In
particular, by the equicontinuity of GR

λ , for every δ ∈ (0, 2), there must be λ∗
large enough such that for every f ∈ C([0, R]), GR

λ f ≤ δ for all λ ≥ λ∗ and
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hereby, µR
λ ≤ δ for all λ ≥ λ∗. Therefore µ

R
λ → 0 as λ → ∞. In consequence,

there must be a unique λ0 > 0 such that µR
λ0

= 1. We then define λR as the

only λ0 > 0 such that µR
λ0

= 1 and denote ηR = ηRλR
the respective eigenfunc-

tion. Next, we construct a sequence of hR from ηR which are to converge to
the solution of the intial eigenproblem and we show that we can establish an
uniform bound over λR.

Step 4 : Construction of hR.
We extend the definition of Kλ to all (a, y) ∈ X , z ∈ [0, R]. Define

KR
λ (a, y, z) :=

∫ ∞

0

(
k(φt(a, y), z) +

∫∞
R
k(φt(0, y), ζ)dζ

R

)
ψ(t|(a, y))e−λtdt,

and let

hR(a, y) :=

∫ R

0

ηR(z)K
R
λR

(a, y, z)dz. (31)

Hence, taking a = 0, since ηR solves Eq. (25) for µR
λ = 1, we have that:

hR(0, y) =

∫ R

0

ηR(z)K
R
λR

(0, y, z)dz = GR
λR
ηR(y) = ηR(y),

and therefore hR verifies{
hR(x) =

∫ R

0
hR(0, z)K

R
λR

(x, z)dz = Cx Ex

[
ηR(ZR)e

−λRTR1ZR≤R

]
∀x ∈ X

hR(0, y) = ηR(y) ∀y ∈ (0, R)

(32)
where Cx = ||K0(x, ·)||L1(R+). Then, we can repeat the steps of the proof

of Lemma 6 to show that the truncated renewal equation (32) (which is the
truncated version of Eq. (14)) is equivalent to have the boundary condition

lim
t→+∞

hR(φ
t(x)) exp

(
−
∫ t

0

β(φs(x))ds− λRt

)
= 0 (33)

and to have that hR is solution to the truncated eigenvalue problem

QRhR(a, y) = λR hR(a, y)

where

QRh(a, y) = g(a, y)⊤∇h(a, y)

+ β(a, y)

(∫ R

0

h(0, z)

(
k(a, y, z) +

∫∞
R
k(a, y, ζ)dζ

R

)
dz − h(a, y)

)
.

Hence, developing QRhR(0, y) one obtains

QRhR(0, y) =g1(0, y)∂ahR(0, y) + g2(0, y)∂yhR(0, y)
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+ β(0, y)

(∫ R

0

hR(0, z)

(
k(a, y, z) +

∫∞
R
k(a, y, ζ)dζ

R

)
dz − hR(a, y)

)
.

Therefore ηR = hR(0, ·) is solution to

λRηR(y) = g2(0, y)η
′
R(y)− β(0, y)ηR(y)

+ β(0, y)

∫ R

0

ηR(z)

(
k(0, y, z) +

∫∞
R
k(a, y, ζ)dζ

R
+ g1(0, y)∂aK

R
λR

(0, y, z)

)
dz

(34)

In our case, Assumption 1-(ii) which imposes β(0, y) = 0 for every initial size
y simplifies this last equation into

g2(0, y)η
′
R(y)− λR ηR(y) = 0

Therefore for all R > 1, if we impose the normalisation condition ηR(1) = 1,
we have

ηR(y) = exp

(
λR

∫ y

1

1

g2(0, z)
dz

)
, y ∈ [0, R] (35)

Finally, coming back to (24) and (25), we have for all y ∈ (0, R),

ηR(y) = C(0,y) E(0,y)[ηR(ZR)e
−λTR1ZR≤R]

⇐⇒ 1 = C(0,y) E(0,y)

[
ηR(ZR)

ηR(y)
e−λTR1ZR≤R

]
⇐⇒ 1 = C(0,y) E(0,y)

[
exp

(
λR

(∫ ZR

y

1

g2(0, z)
dz − TR

))]

In particular the last equation characterises λR as the unique λ > 0 such that
for all y ∈ (0, R), the following Euler-Lotka-type equation is verified

1 = C(0,y)E(0,y)

[
exp

(
λ

(∫ ZR

y

1

g2(0, z)
dz − TR

))]
. (36)

Step 5 : Uniform bound for λR (Fragmentation case)
Suppose that for all a ≥ 0, supp k(a, y, ·) ⊆ (0, y). This is, the newborns sizes
are almost surely smaller than the parent size. Hence, for all initial size y we
have

P(0,y)

(
TR >

∫ ZR

y

1

g2(A0,y(z), z)
dz

)
= 1. (37)

Indeed, from Lemma 4-(4.) we have that ϕ−1
0,y(A0,y(z), z) =

∫ z

y
1

g2(A0,y(z),z)
dz

is the time needed to go from size y to z following the deterministic flow only,
and it has to be smaller than the division time at which the trajectory jumps
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to z. Then, thanks to Assumption 1-(i) which gives g2(0, y) ≥ g2(a, y), we have
also that

P(0,y)

(
TR >

∫ ZR

y

1

g2(0, z)
dz

)
= 1.

Therefore for all λ > 0

exp

(
λ

(∫ ZR

y

1

g2(0, z)
dz − TR

))
≤ 1 ∈ L1(R2

+, p(0,y)dtdz), P(0,y)-a.s.,

(38)
and by dominated convergence if λR converges to +∞ as R→ ∞, then

E(0,y)

[
exp

(
λR

(∫ ZR

y

1

g2(0, z)
dz − TR

))]
→ 0

which contradicts Eq. (36). So there must exist Λ̄ > 0 such that for all R > 1,
λR < Λ̄. Moreover, analogous to Step 3, if we differentiate Eq. (28) in the sense
of distributions with respect to R, we obtain

∂Rµ
R
λ =

〈
νRλ ,

(
∂RGR

λ

)
ηRλ
〉
.

Again, the definition GR
λ gives us that this derivative can be computed in the

strong sense. Indeed, for any positive continuous function f : [0, R] → R+ we
have

∂RGR
λ f(y)

=
∂

∂R

∫ R

0

f(z)

∫ ∞

0

(
k(φt(0, y), z) +

∫∞
R
k(φt(0, y), ζ)dζ

R

)
ψ(t|(0, y))e−λtdtdz

=f(R)

(∫ ∞

0

(
k(φt(0, y), R) +

∫∞
R
k(φt(0, y), ζ)dζ

R

)
ψ(t|(0, y))e−λtdt

)

−
∫ R

0

f(z)

∫ ∞

0

1

R

(
k(φt(0, y), R) +

∫∞
R
k(φt(0, y), ζ)dζ

R

)
ψ(t|(0, y))e−λtdtdz

=

(∫ R

0

f(R)− f(z)

R
dz

)

×

(∫ ∞

0

(
k(φt(0, y), R) +

∫∞
R
k(φt(0, y), ζ)dζ

R

)
ψ(t|(0, y))e−λtdt

)
,

which is positive whenever f is an increasing function. Since Eq. (35) gives
that for every fixed λ, ηRλ (y) is increasing in y, then

(
∂RGR

λ

)
ηRλ > 0 and

therefore ∂Rµ
R
λ > 0. In particular, the sequence of λR, which is defined as the

values of λ such that µR
λ = 1, is then also increasing in R.
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Step 6 : Identification of the limit
Step 5 gives that (λR)R is an increasing bounded sequence as R→ ∞, so with
a limit written λ > 0. Moreover, for each λR exists a unique hR associated,
defined by Eq. (31). The family of hR is equibounded and equicontinuous
thanks to Eq. (33), Eq. (35) and the bound on λR. Note indeed that Eq.
(35) depends on R only through λR. We can therefore extract a subsequence
converging to some (λ, h) as R→ ∞. We must now check that (λ, h) is a good
pair of eigenelements, which we do by dominated convergence. In Step 4 we
have constructed hR such that it is solution to Equations (32) and (33) which
we repeat below to justify each limit.

hR(x) = Cx Ex

[
ηR(ZR)e

−λRTR1ZR≤R

]
∀x ∈ X

hR(0, y) = ηR(y) ∀y ∈ (0, R)

hR(φ
t(x)) ∼

t→∞
exp

(∫ t

0
β(φs(x))ds+ λRt

)
The normalisation constant Cx is already the one required in the limit case.
For the expectation term, recalling from Eq. (35) that

ηR(y2)

ηR(y1)
= exp

(
λR

∫ y2

y1

1

g2(0, z)
dz

)
and using Eq. (38) in Step 5, we deduce that for all y ∈ (0, R),

ηR(ZR)e
−λRTR ≤ ηR(y) P(0,y)-a.s.

Therefore for all R > 1,

E(a,y)

[
ηR(ZR)e

−λRTR1ZR≤R

]
≤ ηR(y) < +∞

and we can pass to the limit under the expectations and conclude that the
limit h and λ verify the renewal formula

h(x) = Cx Ex

[
h(0, Z)e−λT

]
∀x ∈ X

which is Eq. (16) and is equivalent to Eq. (14). Thus, by Lemma 4.2 the couple
(λ, h) is almost everywhere solution to Qh = λh.

□

Remark 5 The assumption β(0, ·) ≡ 0 is crucial for the characterisation of
h in Step 4 of the proof of Proposition 5. The case β(0, x) > 0 could possi-
bly be treated, but it would require additional assumptions in order to have
a 7→ KR

λ (a, x, z) ∈ W 1,1
loc (R+) and to then control the age derivatives of the

kernel KR
λ . Then, Eq. (34) would be a scalar transport equation for hRλ , which

thereby admits an elliptic maximum principle. Nonetheless, the assumption
β(0, ·) ≡ 0, while being perfectly biologically meaningful, allows us to avoid
this technicalities.
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5 Petiteness of compact sets for sampled chains

We want to prove the following Doeblin petite-set condition for all the compact
sets of X .

Proposition 8 Let Pt be the Markov process characterised by the infinitesimal
generator A defined by Eq. (10). If Assumptions 1 are verified, then every
compact K ⊂ R2

+ is a petite-set for some skeleton chain of Pt. This is, there is
a non-trivial discrete sampling measure µ over R+ and a non-trivial measure
ν over R2

+ such that

⟨µ, δxP·f⟩ =
∫ ∞

0

Ptf(x)µ(dt) ≥ ⟨ν, f⟩ ∀x ∈ K

Before the proof we will introduce some useful lemmas. First, we recall
Duhamel formula (39), which describes the trajectories driven by the semi-
group Pt and allows us to extend the definition of the semigroup as the mild
solution of an iterative evolution equation.

Lemma 9 (Duhamel formula) For all x ∈ X , f ∈ C1,1
b (X ), Pt is the mild

solution to

Ptf(x) =f
(
φt(x)

)
exp

(
−
∫ t

0

β (φs (x)) ds

)
+

∫ t

0

ψ(s|x)
∫ ∞

0

Pt−sf(0, z)
h(0, z)k (φs(x), z)∫∞

0
h(0, z′)k (φs(x), z′) dz′

dzds, (39)

Proof A classical probabilistic proof consists in writing Ptf(x) conditionally
to the occurrence of the first jump. It is also possible to prove it by means of
a variation of parameters method, as in Corollary 1.7 from [18], for example.
Here we provide the probabilistic proof. Let X a Markov process whose law is
given by generator A defined in Eq. (10). Recall from definition 1 the random
variables T and Z which represent the time of the first jump and the new size
after the first jump. Note however that the transition kernel of the Markovian
generator A has been rescaled, so that the joint law of (T,Z) under Px is from
now on given by the density function

px(t, z) = ψ(t|x)·
β(x)h(0,z)h(x) k(φ

t(x), z)∫∞
0
β(x)h(0,z

′)
h(x) k(φ

t(x), z′)dz′
= ψ(t|x)· h(0, z)k (φs(x), z)∫∞

0
h(0, z′)k (φs(x), z′) dz′

where the probability density of the transition x 7→ (0, z) is computed as the
ratio between the transition rate of x 7→ (0, z) and the total transition rate,



Author Accepted Manuscript

25

as described by the generator A. Hence, by conditioning on T under Px and
using the strong Markov property of X, we have:

Ptf(x) = Ex [f(Xt)] =Ex [f(Xt)1T>t] + Ex [f(Xt)1T≤t]

=Ex [f(Xt)|T > t]Px(T > t) + Ex [Ex [f (Xt)|T ]1T≤t]

=Ex [f(Xt)|T > t]Px(T > t) + Ex

[
E(0,Z) [f(Xt−T )]1T≤t

]
=f
(
φt(x)

)
exp

(
−
∫ t

0

β (φs (x)) ds

)
+

∫ t

0

ψ(s|x)
∫ ∞

0

Pt−sf(0, z)
h(0, z)k (φs(x), z)∫∞

0
h(0, z′)k (φs(x), z′) dz′

dzds.

□

We can give now the proof of Proposition 8:

Proof of Proposition 8 Let x ∈ K compact such that K ⊂ [a, ā]× [y, ȳ]. We
iterate once Duhamel’s formula (39), using the positivity of Pt:

Ptf(x) =f
(
φt(x)

)
exp

(
−
∫ t

0

β (φs (x)) ds

)
+

∫ t

0

ψ(s|x)
∫ ∞

0

h(0, z)k (φs(x), z)∫∞
0
h(0, z′)k (φs(x), z′) dz′

{
f
(
φt−s(0, z)

)
exp

(
−
∫ t−s

0

β (φs ((0, z))) ds

)
+

∫ t−s

0

ψ(u|x)
∫ ∞

0

Pt−s−uf(0, ξ)
h(0, ξ)k (φu(0, z), ξ)∫∞

0
h(0, ξ′)k (φu(0, z), ξ′) dξ′

dξdu

}
dzds

≥
∫ t

0

ψ(s|x)
∫ ∞

0

f
(
φt−s (0, z)

)
exp

(
−
∫ t−s

0

β (φs ((0, z))) ds

)
h(0, z)k (φs(x), z)∫∞

0
h(0, z′)k (φs(x), z′) dz′

dzds (40)

To obtain the desired result we aim to solve two crucial steps:
i. First, to prove the existence of some C1-diffeomorphism which could allow

us to change variables inside the latter integral as to obtain a measure
over X .

ii. Second, to bound from below the resulting integral uniformly for every
x ∈ K , using its compactness.

Fix some final time t ≥ 0, and define γt : X → X as

γt(s, z) := φt−s (0, z) .

We show first that it’s a differentiable function. Fix s, z and suppose

(a, y) = γt(s, z).
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Then the function u defined as u(s) = γt(s, z) is the unique solution to the
Initial Value Problem {

u′(s) = −g(u(s)), s ≤ t

u(0) = (a, y)

Thus, ∂sγt(s, z) = −g(u(s)). Moreover, by Lemma 4, the smoothness of the
vector field g and the fact that the ODE system is autonomous gives the
smoothness of the flow with respect to the initial condition. Thus, the Jacobian
matrix of γt equals for all s ≤ t and z > 0:

Dγt(s, z) =
[
−g (φt−s(0, z)) ∂zφ

t−s(0, z)
]
, (41)

where, from Lemma 4-2, the derivative of the flow with respect to the initial
size is given by

∂zφ
t(0, z) = exp

(∫ t

0

Dg (φs (0, z)) ds

)(
0
1

)
.

where we recall that Dg stands for the Jacobian matrix of g and exp(·) is
an exponential matrix. Moreover, let r 7→ Y(a,y)(r) be the unique orbit of
the vector field g passing trough the point (a, y). Its is straightforward that
z = Y(a,y)(0), so that the inverse of γt is given for all (a, y) ∈ R2

+ by

γ−1
t (a, y) =

(
t− ϕ−1

0,Y(a,y)(0)
(a, y) , Y(a,y)(0)

)
.

Fig. 2 summarises graphically the change of variables and the definition of
γ−1
t . Given a, y,x and t, the inversion of γ consists in determinating the value

of ordinate z when the integral curve flowing towards (a, y) hits the y-axis and
the time t− s required to go from this point to (a, y). Since Y(a,y) (green line)
is known, the inversion is direct. We conclude that γt is a C

1-diffeomorphism
and then performing the change of variables (a, y) = γt(s, z) in the RHS of
Eq. (40) gives

Ptf(x) ≥
∫
R2

+

f(a, y)

{
ψ
(
t− ϕ−1

0,Y(a,y)(0)
(a, y)|x

)
exp

(
−
∫ ϕ−1

0,Y(a,y)(0)
(a,y)

0

β
(
φs
(
(0, Y(a,y)(0))

))
ds

)

h(0, Y(a,y)(0))k

(
φ
t−ϕ−1

0,Y(a,y)(0)
(a,y)

(x), Y(a,y)(0)

)
∫ ∞

0

h(0, z)k

(
φ
t−ϕ−1

0,Y(a,y)(0)
(a,y)

(x), z

)
dz

1∣∣detDγt (γ−1
t (a, y)

)∣∣1ϕ−1
0,Y(a,y)(0)

(a,y)≤t

}
da dy. (42)
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x

Γ+
x

(a, y)

0

t− s =
ϕ
−1

(0,Y(a,
y)
(0))

(a, y
)

z = Y(a,y)(0)

a (age)

y (size)

s
φs(x)

Γ−
(a,y)

K

Fig. 2 Graphical description of the change of variables defined by γt

Now, using Assumptions 1, we can bound the functions and the Jacobian found
in the obtained integral. First, since g ≥ 0, note that ||φt(x)|| ≥ ||φs(x)|| for
all t > s. Second, β−g1(x) ≤ β(x) ≤ β+g1(x). And third, by the definition of

the flow,
∫ t

0
g1 (φ

s (x)) = φt
1(x) which equals the age at time t of an individual

with trait x at time 0. Then, recalling that K ⊂ [a, ā]× [y, ȳ], for all t > 0 we
obtain the following bounds:

i. For all (a0, y0) ∈ K , using the superior bounds on g1 from Assumptions 1-
i. we have

φt
1(a0, y0) = a0 +

∫ t

0

g1(φ
s(a0, y0))ds ≤ a0 +

∫ t

0

c1(1 + φs
1(a0, y0))ds

Hence, by Gronwall inequality

φt
1(a0, y0) ≤ (a0 + c1t) e

c1t ≤ (ā+ c1t) e
c1t

Analogously, using the lower bounds on g1 from Assumptions 1-i., we
obtain

φt
1(a0, y0) ≥ a0e

c0t ≥ aec0t

ii. From the previous result, for all x ∈ K

exp

(
−
∫ t

0

β (φs (x)) ds

)
≥ exp

(
−β+

∫ t

0

g1(φ
s(x))ds

)
= e−β+φt

1(x)

≥ e−β+(ā+c1t)e
c1t

,

iii. Analogously

β(φt(x)) ≥ β−g1(φ
t(x)) ≥ β−c0φ

t
1(x) ≥ β−c0ae

c0t.
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Therefore there are some constants A0, B0 > 0 such that

ψ (t− s|x) ≥ A0 exp
(
−B0(1 + t− s)ec1(t−s)

)
(43)

iv. Moreover, recall that the eigenfunction h is solution to Eq. (14). Then,
by Fubini’s Theorem, for all x ∈ K ,

h(x) =

∫ ∞

0

(∫ ∞

0

h(0, z)k
(
φt(x), z

)
dz

)
ψ(t|x)e−λtdt.

Thus, in particular, the integrability gives us that(∫ ∞

0

h(0, z)k
(
φt(x), z

)
dz

)
ψ(t|x)e−λt

h(x)
→ 0 as t→ +∞.

Therefore, there exist some constants C1, C2 > 0 such that for all x ∈ K
there is some time T (x) > 0 such that for all t > 0 we have(∫ ∞

0

h(0, z)k
(
φt(x), z

)
dz

)
ψ(t|x)e−λt

h(x)
≤ C11t≥T (x) + C21t<T (x)

where

sup
x∈K

sup
t<T (x)

(∫ ∞

0

h(0, z)k
(
φt(x), z

)
dz

)
ψ(t|x)e−λt

h(x)
≤ C2,

since the suprema are taken in a compact set and for a continuous locally
bounded function. Then, taking C0 = max {C1, C2} we have

1∫∞
0
h(0, z)k (φt(x), z) dz

≥ ψ(t|x)e−λt

C0h(x)

where ψ(t|x) can again be bounded by below using Eq. (43). Moreover,
the continuity of h implies that h is locally bounded and hence, for all
x ∈ K , h(x) ≤ H0 <∞. Hence we obtain finally

1∫∞
0
h(0, z)k (φt(x), z) dz

≥ A0

C0H0
exp

(
−B0(1 + t)ec1t − λt

)
(44)

Note that these three estimates give bounds which are dependent only on
t.

v. From (41), for all s ≤ t and z > 0, the Jacobian determinant equals

detDγt(s, z) =
∣∣∣∣g (φt−s(0, z)

)∣∣∣∣∣∣∣∣∇zφ
t−s(0, z)

∣∣∣∣ sin θ(s, t, z) (45)

where θ(s, t, z) is the angle between g (φt−s(0, z)) and ∇zφ
t−s(0, z).

Hence, from Lemma 4.2, we get

|detDγt (s, z)| ≤
∣∣∣∣g (φt−s(0, z)

)∣∣∣∣ ∣∣∣∣∣∣Dφt−s (0, z)
∣∣∣∣∣∣,
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where |||·||| is the matrix norm induced by ||·||, and therefore∣∣detDγt (γ−1
t (a, y)

)∣∣ ≤ ||g(a, y)||
∣∣∣∣∣∣∣∣∣∣∣∣Dφϕ−1

0,Y(a,y)(0)
(a,y) (

0, Y(a,y)(0)
)∣∣∣∣∣∣∣∣∣∣∣∣

=: ||g (a, y)||E0(a, y) (46)

Note that this bound depends only on (a, y) and neither on x or t.
Hence, coming back to Eq. (42) and applying the bounds (43), (44) and (44)
to the integrands, we obtain

Ptf(x) ≥
∫
R2

+

f(a, y)

{
A2

0

C0H0
exp

(
−2B0(1 + t)ec1t − λt

)
exp

(
−
∫ ϕ−1

0,Y(a,y)(0)
(a,y)

0

β
(
φs
(
0, Y(a,y)(0)

))
ds

)

h(0, Y(a,y)(0))k

(
φ
t−ϕ−1

0,Y(a,y)(0)
(a,y)

(x), Y(a,y)(0)

)
1

||g (a, y)||E0(a, y)
1ϕ−1

0,Y(a,y)(0)
(a,y)≤t

}
da dy. (47)

Now, we make use of the petite-set condition which allows us to average the
value of Ptf(x) against a discrete sampling measure µ(dt) over a ∆-skeleton.
This is, consider some ∆ > 0, which will be fixed later on, and a measure µ
over {j∆ : j ∈ N}, characterised by a sequence (µj)j∈N with

∑
µj = 1 and

µj > 0 for all j ∈ N. We have

⟨µ, δxP·f⟩ ≥
∞∑
j=0

µj

∫
X
f(a, y) k

(
φ
j∆−ϕ−1

0,Y(a,y)(0)
(a,y)

(x), Y(a,y)(0)

)
ζ(a, y)e−β̃j∆ej∆1ϕ−1

0,Y(a,y)(0)
(a,y)≤j∆ da dy,

where the the function ζ(a, y) is constructed by regrouping all the terms which
depend only on (a, y) (and neither on x or t), and the constant β̃ > 0 is
obtained after selecting only the dominant term inside the exponential. Now,
it remains to loose the dependency on x using that x ∈ K to find a uniform
lower bound for the whole compact. By Assumption 1-(iv), we have that for
all z, exists D(z) ⊂ R+ such that k(φs(x), z) > ε(z)1D(z)(φ

s(x)). Then, let

T (x, z) := {s > 0 : φs(x) ∈ D(z)} ,

then
k(φs(x), z) > ε(z)1T (x,z)(s).

Now, let ∆ = infz>0 diam(D(z)) > δ− > 0. Then, for all x ∈ K and z > 0
there exists n = n(x, z) ∈ N such that n∆ ∈ T (x, z). Then for all x ∈ K and
z > 0,

∞∑
j=0

1j∆∈T (x,z) ≥ 1.
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Moreover, since for all z > 0, diam(D(z)) < δ+, there exists some j big enough
such that the trajectory leaves D(z). In particular, the compactness of K
implies that it exists j∗ such that for all x ∈ K

1j∆∈T (x,z) = 0 ∀j ≥ j∗.

Therefore for any sampling measure (µj)j we have

∞∑
j=0

µj1j∆∈T (x,z) ≥ min
j≤j∗

µj ,

and finally for all fixed τ > 0,

∞∑
j=0

µje
−β̃j∆ej∆k

(
φj∆−τ (x), z

)
1τ≤j∆ ≥

∞∑
j=0

µje
−β̃j∆ej∆ϵ(z)1j∆−τ∈T (x,z)

≥ ϵ(z) min
j≤j∗

µj min
j≤j∗

e−β̃j∆ej∆

from what we can conclude that

⟨µ, δxP·f⟩ ≥
∫
X
f(a, y)ν(a, y)dady

with
ν(a, y) = ζ(a, y)ϵ

(
Y(a,y)(0)

)
e−β̃j∗e∆j∗∆

min
j≤j∗

µj

□

Finally, the proof of the main theorem 3 is a direct application of Harris
Theorem 1.

6 Application: Steady-state size distribution of
the adder model of bacterial proliferation

We recall the generator of the adder model of E. coli growth introduced in
Example 1:

Qf(a, y) =λy (∂a + ∂y) f(a, y)

+ λyB(a)

(
2

∫ 1

0

f(0, ρy)F (ρ)dρ− f(a, y)

)
− d0f(a, y).

We assume that:

Assumptions 2 Suppose
(A1) There exist 0 < b ≤ b̄ <∞ such that for all a ≥ 0, b < B(a) < b̄.



Author Accepted Manuscript

31

(A2) F is a continuous positive function in [0, 1], with connected support. We
call for all k ≥ 0,

mk =

∫ 1

0

ρkF (ρ)dρ

and suppose that m0 = 1, m1 = 1/2 and m2 < +∞. Note that, since
ρ ∈ (0, 1) almost surely, then for all k > 0 we have mk ≤ m1 = 1/2.

(A3) λ > d0.

Remark 6 (Doob h-transform.) In this case, it is straightforward to verify that
h(a, y) = y is an eigenfunction of Q associated to eigenvalue Λ = λ − d0. In
particular, from Eq. (10) the Doob h-transformed semigroup Pt is generated
by the conservative infinitesimal generator

Af(a, y) = λy (∂a + ∂y) f(a, y) + 2λyB(a)

∫ 1

0

(f(0, ρy)− f(a, y)) ρF (ρ)dρ.

(48)

Indeed, the rescaled kernel gives

h(0, z)

h(a, y)
k(a, y, z) = 2

z

y
· 1
y
F

(
z

y

)
1z≤y,

which under the change of variables z 7→ ρ = z/y gives the probability density
ρ 7→ 2ρF (ρ) supported in [0, 1], which is indeed a probability by Assumption
(A2).

Then, we have the following result of exponential convergence, that com-
pletes the analysis started by [24] from an operator theory approach, where
exponential convergence could not be obtained from the estimates of relative
entropy.

Theorem 10 Under Assumptions (A1)-(A3), there is a unique probability
measure π∗ such that there exist constants C,ω > 0 which verify Eq. (11) with
Λ = λ− d0, h(a, y) = y and V (a, y) = y−1 + y. Moreover π∗ admits a density
given explicitly by

π∗(a, y) =
exp

(
−
∫ a

0
B(α)dα

)
y2

η∗(y − a),

where η∗ is the unique solution to the fixed point problem

η∗(y) = 2

∫ 1

0

{∫ x
ρ

0

ψ

(
y

ρ
− z

)
η∗ (z) dz

}
F (ρ)dρ,

where ψ(a) = B(a) exp
(
−
∫ a

0
B(α)dα

)
.
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Proof 1. minorisation condition. It is a direct application of Propo-
sition 8, since the same hypothesis in Assumptions 1 are verified by
Assumptions 2. Assumption 2-(v) requires some attention. Indeed, since

F is bounded and with connected support, k(a, y, z) = 1
yF
(

z
y

)
1z≤y can

be lower bounded in the form k(a, y, z) > ε(z)1y∈D(z), with ε(z) of order
1/z, as represents the example of Fig. 3.

z

k(y, z)

y

F (z/(2z+δ))
2z+δ

2z0 2z + δ

Fig. 3 Example of minorisation for k(a, y, z) = 1
y
F
(

z
y

)
1z≤y and F given by the prob-

ability density function of a Beta distribution. Then we have k(a, y, z) > ε(z)1y∈D(z) as
required by Assumption 1-(v), with |D(z)| = δ for all z.

In general, we have for all δ > 0:

k(a, y, z) > min
z′∈[2z,2z+δ]

F (z/z′)

z′
1y∈[2z,2z+δ]

and we verify then Assumption 1-(v) with ε(z) = minz′∈[2z,2z+δ]
F (z/z′)

z′

and D(z) = [2z, 2z + δ] for a chosen δ > 0.
Fig. 4 shows the characteristics curves y− a = constant, and the shad-

owed region corresponds the space that is a priori reachable from the
initial point along trajectories with exactly one jump before time t. It is
the version of Fig. 2 in this specific case. Moreover, given an initial point
(A in Fig. 2) and total trajectory time, this reachable region is compact,
which also simplifies some minorisations.
Finally, depending on the choice of the compact set K ⊂ [a, ā]× [y, ȳ]

and of δ (which gives also the discretisation timeStep of the δ-skeleton),
the value of the minorant measure ν can be computed explicitly by
numerical approximations, as given in Fig. 5 for different forms of F .

2. Lyapunov-Foster condition. Consider the generator A defined by
Eq. (48). Let V (a, y) = y−1 + y with. It is clear that V (a, y) → ∞ as
|(a, y)| → ∞. Let v(a, y) = yk, then

Av(a, y) = λyk + 2λyB(a)

∫ 1

0

(
ρkyk − yk

)
ρF (ρ)dρ
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a0 a∗ a0 + y0(e
λt − 1)

y0

y∗
y0e

λt

a

y

a = y
X a = y(1− e−λt)

A

B

C

D

Fig. 4 Ideal trajectory from initial point A = (a0, y0) to point D = (a∗, y∗) in time t. The
individual spends a time t − s growing from A to B. Then, it divides and renews at point
C. Finally, it grows the remaining time s until point D.

=

(
kλ+ 2

(
mk+1 −

1

2

)
λyB(a)

)
v(a, y)

So, for V (a, y) = y−1 + y, we obtain

AV (a, y) =− λV (a, y) +∆(a, y),

where

∆(a, y) := 2λy + 2λB(a)

((
1

2
+

(
m2 −

1

2

)
y2
))

.

We already have −λ < 0 in the first term of the RHS. It remains to prove
that ∆(a, y) defined in the RHS above, is bounded. Indeed, notice that

∆(a, y) ≤ 2λ

(
b̄

(
m2 −

1

2

)
y2 + y +

b̄

2

)
which is quadratic in y with a negative quadratic coefficient since m2 −
1/2 ≤ 0. Thus

∆(a, y) ≤ λ

(
b̄+

1

b̄(1− 2m2)

)
=: d ∈ R+ (49)

So finally we obtain that for every (a, y) ∈ R2
+

AV (a, y) ≤ −λV (a, y) + d

3. Application of V-uniform Ergodic Theorem Using Theorem 1 we
conclude the existence of some C,ω > 0 such that for every x ∈ X and
t ≥ 0

||δxPt − π||V ≤ CV (x) exp(−ωt) (50)
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Now, using that by construction, Mtf = eΛthPt (f/h), we obtain that for
all x ∈ X , ∣∣∣∣e−ΛtδxMt − h(x)π∗∣∣∣∣

V
≤ CV (x)e−ωt (51)

where for every A ∈ B(R2
+ \ {0}),

π∗(A) =

∫
A

π(dx)

h(x)

Moreover, we know that h(a, y) = y. On the other hand, π is the unique
solution to πPt = π, or equivalently, to the dual eigenvalue problem asso-
ciated to the conservative problem πA = 0. From (10) we obtain from
the latter that π is then the measure solution to the following PDE in the
sense of distributions

(∂a + ∂y)(λyπ(a, y))− λyB(a)π(a, y) = 0

π(0, y) = 2

∫ 1

0

∫ ∞

0

B(a)
F (ρ)

ρ
π

(
a,
y

ρ

)
dadρ∫ ∞

0

∫ y

0

π(a, y)dady = 1

(52)
We solve it by the method of characteristics. From the first equation of
(52), π solves the ODE

d
daπ(a, y(a)) = −

(
B(a) + 1

y(a)

)
π(a, y(a))

π(0, y(0)) = 2
∫ 1

0

∫∞
0
B(a)F (ρ)

ρ π
(
a, y(0)−a

ρ

)
dadρ

where the associated characteristics are of the form y(a) = a + (y(0) −
a(0)). Then, the solution π of (52) is given by

π(a, y) =
exp

(
−
∫ a

0
B(α)dα

)
y

η∗(y − a),

where the definition of η∗ is inherited from the initial condition of the
ODE:

π(0, y(0)) =
η∗(y − a)

y − a
= 2

∫ 1

0

∫ ∞

0

B(a)
F (ρ)

ρ
π

(
a,
y(0)− a

ρ

)
dadρ.

Note that the RHS still depends implicitly on π. Hence, η∗ is solution to
the fixed point problem

η∗(x) = 2

∫ 1

0

∫ ∞

0

B(a)F (ρ) exp

(
−
∫ a

0

B(α)dα

)
η∗
(
x

ρ
− a

)
dadρ

= 2

∫ 1

0

∫ x
ρ

0

F (ρ)ψ

(
x

ρ
− a

)
η∗ (a) dadρ,
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where

ψ(a) = B(a) exp

(
−
∫ a

0

B(α)dα

)
is the probability density function of the added size at division. The exis-
tence of a formal solution to this problem is then a by-product of the
existence of π, here provided by Harris’ Theorem.
Thus finally, the stationary profile of Mt is given by

π∗(a, y) =
exp

(
−
∫ a

0
B(α)dα

)
y2

η∗(y − a)

□

Fig. 5 Minorant measure ν for F given by i. the uniform distribution, ii. a Beta(5,5)
distribution and iii. a Beta(20,20) distribution. The values were obtained from numerical
approximation. Only F changes between the three cases.

Remark 7 The stability of this model has already been studied in the early
works of [25] for an application to plant physiology, and more recently by [24]
where the exponential ergodicity could not be obtained using General Relative
Entropy techniques. In our case however, the direct application of Theorem 1,
since the eigenelements of Q are known, allows to prove this result. More
generally, when the drift term g(a, y) is not necessarily given by the exponential
elongation, the previous section allows to prove the existence of the suitable
eigenelements. This was left as an open question by the works of [24].

Remark 8 The proof presented above does not work for singular divisions as
given, in lieu of a density F , by ρ distributed according to δ1/2(dρ) as in a per-
fectly symmetric mitosis. Indeed, the change of variables is no longer possible
since z would be constant. Moreover, if we try to pursue the method and aver-
age in time, one can check that the obtained ν would be the trivial measure for
some large enough compacts. Such a limitation is not really surprising, since



Author Accepted Manuscript

36

the authors of [16] have already shown that if the elongation rate λ is con-
stant for the whole population (as in our case), and the divisions are perfectly
symmetrical, then we do not have convergence, and a periodic behaviour is
observed.

Remark 9 Figure 5 shows the shape of ν for different forms of the density F .
As F concentrates we can observe the increasing degeneracy of ν.

Remark 10 Here, the existence of η∗ is a by-product of the existence and
uniqueness of π provided by Harris’ Theorem. In contrast, in the works of [24],
the existence of the stationary measure depended on the existence of a unique
solution to the fixed point problem. Thus, the authors had to show compactness
properties of the operator associated to the fixed point problem, which our
approach evades. Moreover, our approach allows more general forms for F ,
which [24] requires to be of compact support strictly included in ]0, 1[.

7 Conclusions

The present article studies spectral and ergodic properties of the first-moment
semigroup of an age-size piecewise deterministic measure-valued process. The
specificities discussed here are two-fold.

First, we have that the process is non-conservative, and that the eigenele-
ments are in general unkwnon. This is addressed by following a classical
truncation scheme in order to apply Krein-Rutman’s theorem. The key is to
use the renewal property brought by the age structure that allows to reduce
the dimension of the problem. Second, we have some sort of degeneracy aris-
ing from the age-coordinate jumps (reset at 0 at each reproduction event),
along with a pure advection term between jumps, that makes it non-trivial to
show mixing trajectories that explore the two-dimensional unbounded domain
X independently with respect to the initial state. This is addressed by proving
a minorisation condition for petite sets. This condition is seemingly weaker
than more usual small set conditions, since it allows to average the action
of the semigroup with respect to a suitable discrete sampling measure in
time, instead of fixing a uniform mixing time. However, as the works of Meyn
and Tweedie show, petiteness and smallness are intimately related, and if a
discrete-time chain is irreducible and aperiodic, then every petite set is indeed
small (Theorem 5.5.7. of [32]). Despite this equivalence, as clearly shown in
our setting, petiteness properties are much easier to verify, even in degener-
ate cases. This appears as one of Meyn and Tweedie’s theory main points (see
Commentary 5.6 of [32], for example), and the implications are strong when
petiteness can be checked for all compact sets. Similar strategies could turn
out to be useful when trajectorial coupling conditions or “mass-ratio control”
conditions as the ones discussed by [9] prove hard to verify. Finally, it is worth
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noticing that a similar approach can be followed in a PDE framework by con-
structing “controllabilty sets”, in the sense discussed in P.L. Lions’ lectures
[31], which play a role equivalent to petite sets in that theory.

As commented in the Introduction, PDMP evolving at higher dimensions
could be of particular interest for sampling complex target distributions in
recent MCMC methods, as in the models studied by [5, 12, 20]. Concerning
the extension of the minorisation condition to higher dimensions, this does not
seems to be much of an issue. The bound relies on the Duhamel representation
(39) of the semigroup Pt which would be identical in a higher dimensional
case. Therefore, if γt(s, z) := φt−s(0, z) is still a C1-diffeomorphism on X ⊂
Rn+1

+ , and suitable assumptions are made to bound uniformly from below the
integrals, the extension of the presented method should be possible.

Finally, as pointed out by one of the reviewers, it could be also interesting
to prove Large Deviations Asymptotics, by employing the theory presented
by [28], which extends the approach presented here to a multiplicative ergodic
theory. Such estimates are also interesting from biological points of view, where
the Large Deviations rate function can be used to obtain variational represen-
tations of the Malthusian parameter, as shown for example in [1]. This could
be the subject of future works.
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